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DEMOGRAPHIC BACKGROUND, PERCEPTIONS, AND
E-PAYMENT USAGE AMONG YOUNG JAPANESE

Alexander Chen,University of Central Ar kansas
Steven Zeltmann,University of Central Arkansas
Kenneth Griffin, University of Central Arkansas
Moe Ota, University of Central Arkansas
Risa Ozeki,University of Central Arkansas

ABSTRACT

Japan isgenerally perceived to be technologicaly advaned cauntry, but it wasfound
that its epayment systns appearto besomewhabehind many other Asian countries. NVihe
upcoming Summer Olympgin 2020, the Japanese governmamd businessectorswant to
improveJ a p aefpdyent systesn This proviced mdivation for the authors to study the state
of e-payment in Japan anekplore factors affectingpayment behasr among young Japanese.

The authors used the Technology Acceptance Model (TAM) as a foundation and
examined 152 survey resmas ¢ identfy factors affecting gopayment usage in Japamge and
genderwere found to béwo major factors associated withpayment usage. Incentsvéom
merchantswvere also found to be importanof young Japaneseonsumers Overall males are
more likely to tse epayment systems. Older respondents are alge fileely to use payment
systems. A regression model was qrened on three demographic variables, one incentive
variable, and five perception variablesWe found thathe model explaied 23 prcent ¢ the
variance of gpayment

Such attitudinal variakes as seléfficacy, ease of use, perceived quality, perceiret,
perceived benefit, and perceived security were found to be valid and reliable regarding items
and questions for Japase cultire. The exepton wassecuritywhich had a low Cronbach
alpha. Theperception variables were not statistically importéme payment usageaiJapan.

INTRODUCTION

In spite of its technologygriven economy, Japan is still one of the mmsthdependent
countries inthe world according to aecent Bank of Japamport (Morimoto, 2018 The Japan
Credi t As s o ani2al8 showed that theergteoaf people usifgagment systems in
Japan was only 18%, wé one of its neighboring countries, Korexceedd 8%6 (Morimoto,
2018). In an effort to determingvhy this difference exists, samplesurveywas conducteaf
the Japanese populatipandthefindingsare reportedh this paper.

Other studies, includingome from the authors have been condwe on epayment
systemdo identify factorsthatinfluence ts use and adoptionYet the impacts of cultural and
social fators on epayment systems in Japan appear relatively uninvestigated even though e
payment systems have been in use for quite some tirhis will be discussed further in the
literature review

In 2020, Japan wilhostthe Summer Olympic Gameas Tokyo. The Tokyo Metropolitan
Government estimated that the Tokyo Summer Olynipacnes and the Paralympics games
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would create economic bentf totding 32.3 trillion yen (about 283.5 billion dollar#)roughout
Japan (Nikei Asian Review, 2017). Since million$ people are visiting Japan and expect to
use epayment systems, the Japanese government is trying to enhance the usaaadravia
improved infrastructure, standards, and investment.c)Ac di ng t o (2M®, X the Pro
Olympic Games in 2020, tojpanks in Japan are coordinatingp@ment systemthat require
cooperation, standardization, and unity. The retail industry dlanaved in one hundred
thousand machines to be used wheocessing cashless transactions (primarily credit cards).
This cashless action promotes convenience and reducesdlest ®r both customers and
merchants. The Japanese government, busigesslindividuds havefocused on changing the
way Japanesenerchantsconduct business from cash to electronic paymemficcordingly,
factors that contribute to the usage gfament systemsvere consideretb be quitemportant.
Such is the motivation fdhis reseach.

REVIEW OF THE LITERATURE

E-Payments- Gengal

The wideavailability of the Internet and advanced digization in payment processes
has resulted in a@ariety of epayment optionsincluding credit and debit cards, digital and
mobile wadlets, ekctionic cash, contactless payment methoekse. Acording to Juniper
Research (2018), online physical goods safisaccount for 3.8 trillion or 13% of globaktail
sales by 2020. The revenue for global mobile payment was forecast to bhé&zbbuilion in
2017 (Statista (2015). -payment and molel payment allow consumers to eliminate carrying
cash (Pham & Ho2015), offering convenience and speed (Teal.et2015; and Oliveira et al.,
2016). Both merchants and consumers save transaittie arml increase productivity and
efficiency.

E-payment gstems are generally defined as a way to pay goods or serves
electronically instead of using cash or check or mail, and it has been a popular payment method
that began in the 1950s (Wrébdfonior, 2017). An epayment system involves customers,
merchants, banks or financial institutions, paymeanvece provides, security and authentication
providess, and Internet providers (Dahlberg et al., 2008; CPSS, 2012; Jeffus et al.,, 2015).
Hayashi(2015) ddéines epayment as a payment systdlrat consists ofa set of functions,
processes, rules, deviceéschnologies, ah standards that enables its users to make a payment.
Au and Kauffman (2008) focus on the transaction process and define itetesctont device
utilized to initiate, authorize, and confira commercial transaction.-gayment represestany
kind of nan-cash payment that does not involve cash or a papek ¢Herd, 2005). Epayment
or e-commerce involves the sale of goods, smrsj andconents via electronic devices, without
time or spae limitations (Kim, Mirusmonov, and Lee, 2018y and Kauffman,2008; and
Mallat, 2007).

E-Payments- Japan

Suica is a contactless card that is most often used on Japanese transport. mém pay
sysem s commonly used for rail passes and small tretieas at retail stores. Appkay
enabled Japanese iPherie allow usersto create a virtual card in a Suica app, charge either
through Apple Pay or another method, and add to Apple Wallgice SSuia cads can be
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charged with up to 20,000 yen (ab&1192) and essentially function agetronic cash, security
is less of an issue than it is with credit caf8igford, 2016).

Previous research suggests that there are several ferbirshibit Japaneseorsumers
from adopting traditional payment systas (Abeshi, 2016). Abeshi arguesttone of the
reasonswhy jaanes e ¢ 0 nNn s u+payment mbre mequentlyistleat tleere are still many
local stores and retailers that do not accemyament. In addition to consumersarious studies
have shownthat there are other important coomgnts to an -eayment systm, including
merchants, network operators, financial institutions, and regulg@hen, A., Aba, F., and
Ouattara, N., 2018effus, A., Zltmann, S., Griffin, K., and Chen, A., 2015

Even though the online retamharket is growing rapidly, it is reasable that consumers
are concerned about the seguof using epayment systemsCash payment is still considered
safe paymenmethod n Jgpan Vilmos (2004)discusses concerns relatedsecurity and the use
of technology. He claims that a paymeetvice should be available for practically anyone and
suitable for any type of transaction in any value. But satisfaction fdr imetrchats and
customers is important.

Only 17 % retdil caohsumppaion & snadey credit, debit, and-mmoney. Comare
this to 85% in South Korea, 56% in Singapore, and 35% in India, according to a 2015 report by
the credit association (Kawamo& Allan, 2016. Abrazhevich (2001) argues thapayment
sydgem designers are failingo tdesign payment systems that meeérusequirements and
expectations.

User Acceptance

There are numeroudactors influencing user acceptance ofpayment systems
(Zmijewska, A., Lawrence, E., Steele, R., 2004; Dahlberg, T.oGl, and Ondrus, A., 2015).
Fishbein and Ajzen (1975) propase Theory of Reasoned Action (TRA) that is based on
beliefsattitudesintensionbehavior. In TRA, the attitude towards behaviod dhe casune r 6 s
subjective norm are two important explamgiteariables for intention (Ajzen and Fishbein 1980;
LiébanaCalanillas et al., 2014). Ajzen (1991) proposieir Theory of Plannedehavior
(TPB) model in which certain specific beliefs haveeb hypdteszed to have an impact on
behavioral perceptionand on actual behavior (Li€ba@abanillas et al., 2014nd Sin, Y.,
2009.

The Tetinology Acceptance Model (TAM)asbeen awidely used modeland it was the
revised TRA model by Davis, Bagnz & Warshaw(1989) andDavis (1989)that was usedin
this research The TAM has been cited as a trusted model for tecgpakaceptance behavior
(Davis, 1989; Davis et al., 1989; Lymperopoul@sChaniotakis, 2005). TAM in various
revisions has becomewadely usedresearch model on technology and innovation @tecee.
TAM2 is a revised modethat includes social influencand instrumental cognitive processes
(Venkatesh & Davis, 2000). AM3 and Mobile Phone Technology Acceptance Model
(MOPTAM) expandd earlier mocels with different predictive and moderating tas
(Venkatesh & Bala, 2008; and Renaud and Biljon, 2008).

TAM and revised TAM models have been the main theories in acceptaeqapment
or mobile payment area (Dahlberg, T., Guo, J.,@ndrus, A, 2015b; an Dahlberg, T., Mallat,
N., Oorni, A., 203 Gholami, R., 2010andLin, C.,2011). Several major measshave been
used in TAM, i.e.perceivedusefulness angerceivedease ofuse (egris et al.,, 2003Davis,
1989; Park, Y., 2007and Venké&eshet al., 2000). Additions and modifications T&M have
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been proposed by other researchstgh as in thélotivational Model (MM) where extrinsic
and intrinsic motivation were added (Davis et al., 199EXxtrinsic motivation could be an
ind i v i sdpasarial@ain associated with the use of techngladpile the intrinsic value could
be perceivedsenjoyment asxiated with the tdmology. For a summary, see Zmijewska, A.,
Lawrence, E., Steele, R, (2004) in which different user acceptaodelsnformohile payment
systems can be found.
Some factors ieh asbenefit, trust, security, ease ofuse, perceivedquality, and self-
efficacy mve been suggested (¥zkan, 2010) . Davi s
attitude toward specific infomation tehndogy (IT) and its application is a major factor
determining whether an individual uses that system. Teoh (@043) proposed a odel of five
constructs that aff ect -payoantsie.pepefitdrdst spcarity@sept i on
of use perceivedquality, andself-efficacy. | n obd, @ traglisBonaimwvidely used construct
of usefulness was regated bybenefits. Epayment is intended to benefit consumers mainly in
terms of convenience and lower transaction cd4tsvever,traditioral payment systems remain
popular because consumene not convinced of the benefit of usingpa@yment (Teoh et al
2013; Hataiseree, 2008). Both Chou et al., (2004) and Eastin (2002) identify bersefd
significant driver for an @ayment gstem. Mre specifically, Gerrard and Cunningham (2003)
found that perceived economic benefits, i.e., fixed costs and tctiosaccsts were crucialn
adopting epayment. If users and merchants can enjoy acloestto their transactions, they are
more Ikely to usethe e-payment system (Gerrard and Cunningham32@&bnia SatMartin et
al., 2012; SasMartin and LopezCalalan,2013).
Using epayment requires the ability tcs@ digital devices anckliable Internet access
(Teoh et al 2013). But some canmers a stll reluctant to deal with it because of secyidind
privacy concerns (Raja, 2008). Because the Internefpatsades a gateway to access personal
information, many consumers feel that their personal information might be disclosed to others
without their knowledge. Trust depends upon, in p#rg perceivedrisk involved in fhancial
transactions (Yousafzat d., 2003). Previous studies found trust to be an important influencing
factor for a user to adopt-eommerce transactions or engam onlne echanges of money
(Friedman et al., 2000; Jaryema et al., 2000, Gefen, 2000, 2003; Hoffman et al., 1999; and
Wang et al., 2003). Furthermore, viruses, hackers, crackers, and worms have become the stuff of
headlines with results that rangerh a mee headache to a complete disadteid Johar2011).
Selfef fi cacy is the exper i enhadtogydBandoram 2986. p
|t represents a per soindisor hen dwanrsiglls and dapability t@a n
perform agiven task (Dory et al., 2009). Seléfficacy normally covergour areas previous
experience (success and failure), vicasioue x peri ence (observing ot het
affective state (emotional arousal such as anxiety), and verbal pers(ismiompeers, relatives
or colleagues). It has consistentigen found that se#fficacy has a positive influence on
percetion and behavioral intention to use information technology (Hill et al., 1986, 1987; Luarn
and Lin, 2005). In the context ofpayment, slf-efficacy referdo a perceived level of abilityo
useane-payment system and is recogeuizto have an impachdheuseof e-payment systems.
Perceiveccase ofuse an be defined as Athe degree to
a partizlar sysemwoul d be free of ef f &ahn, dr, afdiHawei(2006) 1 9 8 9
argue that ease of use of a compuggstem increases trust levels because greater usability
reduces the likelihood of errors and reduces searching costesBE#97). PEOU ha been
found to be statistically significanto muche-payment, ebanking,and e-commerce adoption
(Schierzet al.,2010;Suet al., 2012Kim, 2010; Pikkaraineet al., 2004).

ers
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Security motivate the integrity and privacy of information througlset of pocedures
and programs (Tsiakis and Sthephanide®520 In epayment or Internet context, security refers
to the grception of security on payment means and mechanisms for storing and transmission of
information (Lim et al.2006). Kobsa, (20Qkand 20@) found that users want to make sure that
data colécted and processed bypayment systems are secureub&antidresearch in the field
of epayment and-banking suggesthat security is a significant factor that affects the adoption
of the® technabgies (Dathye, 1999; Kobsa, 2001, 2002; Abrazhe\2€94).

Perceivedquality of the epayment system is s identiied as one of the important
factors that affecthe usage of gpayment ana-banking systems (Pikkarainen al., 2004; and
Ives & al., 183). Quality will affect and attract users to ube system. Sathy (1999) found that
the amounbf information anl the quality of Internet connection were important to Australian
consumes regarding online banking. Zhou (2011) found that imfation quality and system
guality significantly affect perceed usefulness and mobile banking usage.

METHODOLOGY
Survey Instrument

Six constructswere selectedor this study self-efficacy, ease of use, perceived quality,
perceived trust, perceived refit, andperceived security. Most of the question itemsreve
adopted and adjusted fromstudy conducted by Teoh et. 42013). That study was also
conducted in an Asian coumt Our survey instrument is included in an appendbo assurea
valid and quality tarslation, a faculty member who teaché® Japanse language at the
university reviewed and suggestl changes. A pilot survey with 10 Japanese studentasw
conducted to ensure the quality of the translation and validity of the measurement.

Sample

Survey methodologywas usedsincethe research is exptatory. Surveymethodology
alsoallowed access to Japangssope who wereliving in Japan instead of selecting a sample
from Japanese Americans. Japanese Americaight not accurately refleicthe maimand
perspective

The surveywas conductedonlinein 2017. Two students sent out linkageadvarcode
via social mdia, which connected to the surveyRespondents were chosen by a convenience
sample and the survey targeted young Japanese pespbse ags rangefrom 15 to 35 years
old. They were askeih completethe online surveywhich was posted on Qualtrics. @it 240
Japanese responded to the surv&everalresponsesontained missing values and waearet
included inthe analysis. In ddition, there wererespondentsvho were identified with P
addresses fronthe USA, China, Hong Kong, Canada, Australia, drestcountries.We decided
not to include IP adésses outside of Japéor the reasongdiscussed aboveThe remaining
sample cosisted ofl52 Japanese who resided in Japan.

RESULTS

The sample containednore females (n=109 or 72%) than males (n=43,886)2 Since
the samplevas a convenience sampling by two female students, more feesalendentsvere
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expected. Similarly, it wafound tkatyounger people were more likely to respondhis survey
because respondents were solicited by two college r#gideAbout 90(59.68%) of respondents
wereage 2024. Seventeen percewnf repondents wer@age 19 or younger. The average age
was 23.76with a standard deviation of 6.4Taformationon working status was alsmllected

It was found that 58 (38%) of respondents worked fulime. There were72 (47.4 %) of
respondentsvho worked parttime. Only 22(14.5 %) of respondentsvere not working at the
time of the survey.When odingworking full-time as 1, paftime as 0.5, and not working as 0
it was found that average working status was 0.62.

Table 1
Demographic Distribution
Variables Frequency Percent Mean S.D.
Gender 0.72* 0.45
Male 43 28.3
Female 109 71.7
Total 252 100
Age 23.75** | 6.47
17-19 26 17.2
20-24 90 59.6
2529 16 10.6
30-58 19 12.6
Total 151 100
Working status 0.62*** 0.34
Working 58 38.2
Parttime 72 47.4
Nonworking 22 14.5
Total 152 100

*Males=0 and Female=1
**Qrigi nal data was in numbers
***\Working=1, part-working=0.5, noAworking=0

Datawerecollectedon six constructs discussed earlier in this paper. These include user
perceptions ofbenefits, trust, security, ease of use, perceivedquality, and self-efficacy. A
Cronbach alphas analysisas conductedisingSPSS. The iniéil results revealed that e for
security did not hold together for Japanese respondents with an alpha of 0.48ficaelf and
perceved quality were found to bgood constructs with lphas of .849 and .871Two items
were droppedo get an alphafa862 for ease of useFinally, one itemwas droppedor benefit
issue and trust issue, respectively, to get alphas of .77Z&ad Intade 2, alphas, means, and
standard deviations @l five perception variables are presented. By comparing méanas
found that the heefits issueand seHefficacy were relatively highemwith scores of 4.11 and
4.05. Thisimplies that nost Japarse young peoplan the sampleperceived benefits bysing
the e-payment system. Similarlyyoung Japanesen the sanple feel confident about their
computer skills. Relatively, trust has the lowest mean score of 2r72 feb Likert scale
measuwe. Thisis interpreedto meanthat among the five percejoin related variablegdapanese
have aelativelylower level oftrustin epayment systes(see Table 2).

9
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Table 2

Cronbach Alphas for Subject Norms
Name # of item Alphas Means S.D.
Self-Efficacy 7 0.849 4.05 0.79
Ease of Use 3 0.862 3.86 0.88
Percéved Quality 4 0.871 3.30 0.85
Perceived Trust 4 0.774 2.72 0.82
Perceived Benefit 3 0.772 4.11 0.90

The questiormiHow frequenty do you useane-p ay me n t
This isthe key @pendent variable that measured thpagyment behawr. It was found thaB83,
or 21.6% of responderstdid not usee-payment.
62.7%) use@n epayment systeronce or twice per week. Less than 20% op@sdents sedit
more than 3 times a week (see Table Bje average of the weekly usage was 1.5 tinaeth a

standard devigon of 1.82

S y st wamasked. r

Table 3
Frequency and Descriptive analysis foE-Payment Usage Weekly

Variables Frequency Percent Mean S.D.
Usagefor per wesk 1.50* 1.82

0 33 21.6

1-2 96 62.7

35 18 11.8

6-10 6 3.9

Total 153 100

Bivariate analysiss presented in Table 4. The first thneriables are demographic
variables, i.e., age, gender, andrkwg statis. The next variable is an incentivie.is followed
by the five majorattitudinal variablesbenefit, trust, seléfficacy, perceived quajit and ease of
use. The final variables the behawral measurement for-gayment:frequency of usageer

week

*Qriginal data was in nulyers

10
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Table 4

Pearson Correlation Matrices

1 2 3 4 5 6 7 8 9 |10
1 Age 1
2 Gender -16
3 Working Status | .37" 0 1
4 Incentives 0.13| -.17 | .20 1
5 Benefit A6 | -0.06| 0.11 | 0.11| 1
6 Trust 0.09 | -0.00 | 0.02 | 0.12 | 52" 1
7 Self-Efficacy 0.01| -0.07| -0.03| -0 |.38" | .20 1
8 | PerceivedQuality | 0.01| -0.02| 0.05 | 0.01| .43" | .47" | .31" 1
9 Ease of Use 0.15| -0.16| 0.11 | 0.02| .52 | .38" | 63" | .39" | 1
10 Freq./Week .35" - 0.09 | .18 0 0.16| -0.1 100201 1

22"

*0.05 level of significance
**0.01 level of signifcance

Age is correlated with gender and working statimsthis sample, females are more likely
to be younger than males. There is also a positive relationship beageeamd working status.
Older respandents are more likely to have a ftithe job. The in@ntives arenegatively related
to gender and positivelyelated to working status.Females are less likely toare about
incentives than males. An interesting finding is that people kivgg full-time care more about
incentives than those who worgarttime or do not work.

Five attitudinal variables are highlgorrelated among themselvesrhis implies that
peoplewho feel epayment is beneficial are also likely to have higher scoresush, sef-
efficacy, perceived quality, and ease of us&lso, peoplewith a higher score in trusin e
payment are more ldly to have higher scores in benefit, sefficacy, perceived gquality, and
ease of use.

For the dependent variable, the frequemd e-paymert usage weekly is statistically
related to agera gender. Olderespondentare more like to use-gayment tharyounger ones.
Females have a higher frequency in usifgagment systesweekly than maleslincentives are
also found to be pasvely assodgated with the frequency of usingpayment. Allfive attitudinal
variables are found to be not statisticallygnificant regarding the relationshipith the
dependent variable (see Table 4).

11
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Table 5
Regression Analysis
Indepenént Unstandardized
Variabe Beta
Constant 1.12
Gender - T4
Age .080*
Waking status -71
Incentives 24
Self-efficagy -.24
Ease of use .23
Perceive quality -.03
Trust .38
Benefit -.33
*sig at .05 and ** sig. at .01

Since independent varia@d are caelated,a regression analysigas conducted The
model is statistically significantvith an F value of 4.15p <.00, and R square of .23ee Table
5). As indicated in Table ,50nly two variable arestatistically significantage and gender
Incentves are found to be statistically important in celation analysis but not statistically
significant in regressiomnalysis. The correlations between incerstivgth age and gender
could be the reasonThe impact of incentivion epayment wasnainly explained by age and
gender in the regression.

E-PAYMENT MARKETING

Reasonable use dfiefindings would address hote better market-payment systems to
the Japanese populationHowever, the upcoming Olympicdies in Japan will serve as the
mod significant marketing tool for gpayment systems. Peopleor all over the world are
expected athe Olympic Gamesand th@e people will expect the availability ofpayment. The
Japanese governmeahd banking system understand this, afmhygment sgtems arebeing
promoted as necessary to attract thisimes to Japanese venderslgpanese businesses will
hopefullybe realy with the systems for global visitors.

The questions: will the Japanese population embrace thestegys that will be in pla®e
After the Olympics these systems will be widely availatite Japanese consumershat is one
important change Also, onewould expect that Japanese consumers will observe these systems
being widely used by foreign consumetsis expecedthat Japaese consuers will thenutilize
e-payment systemmuch morethan they do now. That will ba possible study for further
resarch

CONCLUSIONS
Analyzing the collected datawith direction provided byour literature review can
provide insights for acad@cs and le business community tanderstand the Japanese
cons u me r O s-payneet systéms better

12
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Three demographic vatbles, one incentigevariable, and five attitudinal variadd were
examined. A survey usingonveniene sample methods was coweted via scial media
promotion and an dime survey. ALikert scale ranging from to 5 was applied to six attitudinal
variables, i.e., selefficacy, ease of use, perceived quality, trust, benefits, and security. It was
found that items for security dlinot holdtogether(a very low alphp However the constrat
has been validated in atiner country in other research (Teehal. (2013). It is possible that
Japanese users mighot be concered with thedetails of security provided by information
tedinology vendas and financial institutios. Information sectity is a somewhat esoteridea
that is not well understood byany. In additionthe Japanesenight trust thér government
institutionsas well as their-@payment systemand, herefore secuity is notanimportant issue
for them. Theother five consuctshadalphas from .77 to .87 (see Table 2). This study ieerif
and confirmed that items for five attitudinal constructs {s#ltacy, ease of use, perceived
quality, trust, and benefithat have benused widely inthe TAM model in the USA are ats
approprate for Japanese ythu

However, these five constrigcare not associated withpayment usagamong young
Japanese According to Teoh et al. (2013), trust and security were fourtzetmsigrifi cant to
C U st o peeceptiodof epayment in Méaysia. Benefits, selefficacy, and eas-of-use
contributedto e-payment in Malaysia.lt is reasonabléo suggestthat selfefficacy and easef
use in Japaaresignificanty higher becausd is atechndogically advancedountry Similarly,
Japanis a wealthy countryandthe level of benefits nght not be importat to young Japanese
users regarding these ofe-payment system

One ofour major findings isthe relationship betweegender ad epaymnernt behavior.
This is in keeping withVenkatesh andlorris (2000) who foundthatfemales are more strongly
influenced by perceptions of ease of use and subjective ndviales are more concexd with
usefulness. In this study, it was found thatfemales a@ less likely to use-payment among
younger Japarse. Since no relationshipsere foundbetween gender and easeuse and/or
benefit, the impacts of usefulness, benefit, and-efisse need to be further examined between
gender differences idapan.

Age wasalsofound to bamportant. Our surveyrespadents are younger. About 70% of
them are between 280 years al. The findings support other findinghat indicate age as an
important factor.lIt is reasonabléo say older people in thisaurp are mee likely to haveafull -
time job and perhays, higher income. Since thegrobablyspend more money and have more
money to managergayment is a good pfarm for them to useFurther research in this area
recommended

Incentives are statigically importart in the bivariate analysis. Thimplies that more
incentives will motivate e-payment behavior among Japamg®ung people. Howeven the
regression model, the impact of the incergidisappeared. Age and gender are strong predictors
and are orrelated with incentive It could bethe reasorthat incentives are not statistically
important in the regressiomodel. The incentivhave a negatre relationship with gender.
Thisimplies that males care more about incergiban females

In the regression analysis, age agéndey along with otler independent variablesan
explain 23% of the variance of tiegpayment usage per wedkwasfound that perceptions are
not good predictors for-payment behavior, especiallyith how frequatly the Japanese use-e
paymenton aweekly basis
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Demograpic backgroundswithin the sampleare quite diverse andthe sampe size is
limited. However, as amxploratory studysome guidance is provided llge results of this
studyto supporfurthere-paymentstudies in Japapas well as other countries
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Appendk Survey Instrumerfor E-Payment (Japan)

l. Benefit Issues

Disagree Agree

B1 I save time through the use of apa&yment systa

B2 | save money using anpayment system

B3  E-payment systems ao®nvenient for me

B4  Thebilling and transaction process is accurately handled
B5 A traditional payment system is faster than gragment sysm
B6 E-payment helps me keep track of my bankoaot

PR R RRERE
NNRNNNDN
W wWwwwww
AP DMDMDS
g oo aaa

1. Trustlssues

Disagree Agree

T1 | trust an epayment system to protect my privacy 1 2 3 4 5
T2 | believe using gpayment systems will not lead to transaction fraud 1 2 3 4 5
T3 Confidertial information is delivered safely to custoraer 1 2 3 4 5
T4 | feel the risk associated withgayment systemis low 1 2 3 4 5
T5 I would recommend-payment systems to others 1 2 3 4 5

M. Security Issues

Disagree Agree

S1 No one camget accest my data without permission 1 2 3 4 5
S2 E-paynent technologies are effective in determining whether a particidar 1 5 3 4 5
is authorized to take specific actions (for example, login) or not.
S3 Advances in security technology provide safer epayment systems 1 2 3 4 5
S4 I will stop using tle e-payment system if | hear of a security breach 1 2 3 4 5
S5 Matters of security hava significant influence on me in using arpayment 1 5 3 4 5
system
V. Ease of Use

Disagree  Agree

EU1  The stricture and contents of ampayment web site are ga® understand
EU2 Learning to use anpgayment is esy

EU3  Using an epayment system is not complicated

EU4  Using an epayment system does not require a loineital efbrt

EU5 | feel epayment systems areandriendly

N N =
NN
wWwwww
N S N AN N
[ IS, IS e,
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V. Perceived Quality

Disagree  Agree

PQ1 E-payment web sites usually provide sufficient useful information
PQ2 E-payment web sites usually provide accuratermation

PQ3 E-payment web sites usuallyqvide up-to-date information

PQ4 E-payment web sites uslyabprovide information relevant to my needs

N
NN NN
W www
A DB D
goaa

VL. Self-Efficacy

Disagree  Agree

I would be confident in usingiae-paymert system

PE1 Even if there is no one @und toshow me how to use it 1 2 3 4 5
PE2 Even if | have never usetdsystem like it before 1 2 3 4 5
PE3 If I have only the online instructions for reference 1 2 3 4 5
PE4 If I have only the maral andinstructions for reference 1 2 3 4 5
PES5 If someone walld help me get started 1 2 3 4 5
PE6 If I can find someone thelp me if | get stuck 1 2 3 4 5
PE7 If I have sufficient time to learn it 1 2 3 4 5
VII. Usage Issues
1. Which device(s) dgou use for your epayment? (Check all that applied)

Dek- top computer
Notebook computer
Tablet computer
Smart phone

2. How often do you use-payment?
approximately _ times per week (please fill a number in the blank)

3. Approximately, how much money you spend vigpayment per mah? (inUSD)
100 >
101 T 200
201 T 400
401 T 800
801 71,200
1,201 71 2,400
2,401 <
4, Approximately, what percentage of your monthly expenses was/gaé&paymen?
%
5. How frequently do you purchasdleet following using epayment systems?

Never Rarely Sometimes-requently Very Frequently

Electronics 1 2 3 4

Books 1 2 3 4 5
Travel 1 2 3 4 5
Entertainment 1 2 3 4 5
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Clothes 1 2 3 4 5
Dining 1 2 3 4 5
Groceries 1 2 3 4 5
Services 1 2 3 4 5
Pay Bils 1 2 3 4 5
Other 1 2 3 4 5
6. Please rate thlevelof difficulty that each of the following cause you when usifuagment.

Not Difficult Very Difficult

Internet access and/ or speed 1 2 3 4 5
Mobil data plan 1 2 3 4 5
Web page confush or wnfriendly 1 2 3 4 5
Virus or safety issue 1 2 3 4 5
Security issue 1 2 3 4 5
7. How old are you?
years old
8. Do you work?

Yes, | work full time
Yes, | work part time
No, | do not work

9. Are you a student?

Yes, | am a fultime student
Yes, | am a part time student
No, | am not a student

10. Do you have easy accessditernet via youcomputer or smart phone?
Yes
No

11. Do you have easy access to data plan via your smart phone?
Yes
No

12. Areyou a

Female
Male
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THE IMMENSE POTENTIAL OF BIG DATA

Santosh Venkatraman Tennessee State University, Nashville

ABSTRACT

The collection of data about humaactivities and machine operations increasing
exponentially ever day. This colletion d data, often referred to as Big Data, is alsotn
necessarily like the traditional dataas it is largely unstructurecand hence cannot be managed
by traditional databases and analytics platforms. NoSQL data stores such as Morajo,
with plattorms Ike Hadoop and Spark are far more suited forrstg and analyzing Big Data.

The analysis of Big Data has immense ptié for increasing revenue, profits, customer
satisfaction and competitive advantages for modern organizatidresemergence oértificial
intelligence is also very dependent on thailahlity of large volumes of clean dataso Big
Data is also becomg the lifeblood of Apowered system3his paper describes the nature of
Big Data and discusses the vast patdnt offersto organizaions.

INTRODUCTION

The relentlesscollection of large volumes ofdata from allkinds of sources, especially
from machine sensors and websites have introduced both a high level of complexity, as well as a
great opportunity for sinesses. Mostfahe world 6s bi g organi zations s
Walmart, Toyota, Exxon and Samsung have global operations (factories, waseh,
transporters, and customers) and serve several customers with a wide variety of products and
services. Its$ often hard fohumansto unravel the complex problems (where and wan$ing
from thesevast and hghly sophisticated network§he ever inreasing cdéction of data, also
k n o wn BigaBatgofwill only be useful if it can be analyzed to give usefuights into
bushess poblems, and perhaps even make suggestions afida al where future problems
will occur (predictive analytics) so thahe problems can be avoided or at least mitigated.
Predictive analytics can also unravel positive trends andrappties, andllow organizations to
proactively allocate resourcastakeadvantage of those future opportunities.

Entire supply chainsfor example, are managed efficiently collecting data paots all
along the supply chain. The data is tlaalyzed byanalyticssoftwae to enhance the efficiency
and effectiverss of supply chain managementEfficient supply chain management offers
commnyoO0s competsinttermseof imgrovemertt B gervice and quality, lowering
costs, and the ab#itto compete successliyin global marketplace.

Another example is that dhe industrial giant GE, which is rapidly getting into the
Industrial hternet and Internet of Things (IoT) space. On any given day, 24,000 locomotive
engines are travelling abbd40,000 miles, and GEstinetes that if its newBig Datatools
(Industrial hternetSoftware Suite) could even improve efficiency of its enginesld%y that
would translate into a savings of $2.8ibih annually for its customers [Gertner 2018E's Tip
Optimizer, for instace, isa type of cruise control that combs throughepilof @éta and
synthesizes them for the driver in a way that allows tuirateer the locomotive to maintain the
most efficient speed at all timesnd reduce fuel burn.
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Clearlythe collection and anadys of Big Datacan potentially be a massive advantame
manyorganizationsThe purpose of this papes to examinethe excling field of Big Datg and
examine its role in benefitting organizatiofi$e trend of connectingeople andnachnes to the
Internet, and then collecting data via websites and sens®rsreating an unimaginably large
repository of dataThis Big Data ca thenbe analyzedoften, in neatreal time)for useful
information. Specifically, we illustratthe many ways in whictBig Data is colleced and
analyzed for solving business problemsd is immense potential for providing competitive
advantages

The mper initially describes the nature of Big Data and details four important dimensions
to describet - volume, velocity, varietyand veacity. It then briefly discusses the ways in alhi
Big Data is stored and analyzed. The next section describes thes@ampetential of Big Data to
make organizations function more effectively and efficiently. Finall)e summarize and
conclude thgaper n the last section.

BIG DATA

Big datais different from traditional data stored in relational databasésch also an be
big (in terms of storage requirementsh many significant ways. Traditional databases are
collections of data that are wekruduredi each record has a specific number ofdge ard all
datarecords confom to that structure. Much data currgnthowever s collected from websites
and nachine sensors on a continuous badislike traditional data stores, these often rux
conformto a predefined structuend make it hardeo andyze due to extrdarge volumes.

IBM defines Big Datain fairly simplistic terms: managing huge amounts afagl and
being able to process it quicklizo 2018. The data is too bign terms of wlume mowves too
fast, or doesnomostfointp atnlye s s tdrau atbjWikler20a%.f€oh i t e ct
gain value fron this Big Datg organizations need aatemative way tostore andprocess it.
Since 2012 Big Datahas become buzz word in thébusinessworld. With the advancement of
hardware, netarking, and software platformst ihas also become viableas costeffective
approaches have emerged to tame tienwe, velocity variety and veracity ofiata.

Within this data lie valuable patter@sd inbrmation, which werepreviously hidden
because fothe inability to extract insights from them. To modern, successdydorations, such
as Walmart Amazonor Googe, this power has been in reach for some timecauoteat a very
high cost. A delay n the pocessing time ofBig Datacan have detrimentadffect, such as
revenue loss, customer dissatisfaction and competitisadvantage For instance, Google
reported a 20% revenue loss with the increased time to display search results by a$0flle as
milliseconds and Amazon reported a 1% sales dexfeaan additional delay of as little as 100
milliseconds[Cognl 2012 In order to better understand the nature and complexities of Big
Data, ve next look at the various dimensionsBag Data

BIG DATADIMENSIONSTTHE 4 VO S
To better understanBig datg it is oftendescribed interms offour basic dimensions

often reerred to ashe 4\6 sf Big Data Volume, Velocity, Variety, andVeracity [IBM 2019]
as shown in igure 1.We describe theletaik of each of these dimensionsext.
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Figurel. T h e FobRigrDat¥ @nd Its Value [IBM 2019]

Volume

The sheer volume of data we create currently is perhaps unimagiWéblgenerated
about 2.5 quintilion bytes of data jush 2018[Marr 2018] and 90% of the data credtin the
world was created in the last 2 yeaiata has always been big, m&ver nearly as massive as it
is today and never growing at this rat&Vith the exponentialgrowth of loT (Inter of Things),
and high bandvidth applications such agirtual Reality, Augmente Realty and Ultra High
Definition videos, the amount of datgenerated will only accelerate, and some estimates are as
high as 175 Zettabytes by 2023 [Coughlin 20B§ure 2 shows the prajeed gowth of Big
Datain terms of its valuén dollars [Columbus 2018].
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Forecast Revenue Big Data Market Worldwide 2011-2027
Big Data Market Size Revenue Forecast Worldwide From 2011 To 2027
(in billion U.S. dollars)

)
2011 2012 2013 2014 2015 2016 2017 2018 2019 2020° 201" 2022 2023 2024 2025 2026° 2027

Figure 2: Big Data Growth Projection

Figure 3 sbws the estimate of the data bombarding the Intemete minute in 2017
[Domo 2017].Additionally, there is an explosive growih sersor based data generators in
Hospital IntensiveCare Uits, Radio Frequency IDs tracking products and assets, GP#syste
smart meters, factory production lines, satedli@d meteorologyandthe list contimes to grow
rapidly. Just consideringolT growth, a recent Gartner report [Liton 2018] estismthatwve will
have more than 20 billion such sensors by 2020. Thassors arexpected to generate more
than 500 zettabytes of data pe¥ar just in 2019 arnd continueto grow exponentially. The
focus a the volumeof Big Datais important, as it wildetemine the technologies used to store
and retrieve these massivata stores effectivelyand more importantly analyze thema timely
mannerio make thenmeaningful to the decision makers i thusiress
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Figure 3: Data Generation Surces
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Velocity

Velocity is the secondlimensionof Big Data. Globally,data is beng generated at an
everincreasing rateThere are several aspects of the speed of satae have to go beyond just
looking atthe rae & which data iggenerated oreceived. No doot, theii f i r e hoseodo sour
loT and social media gerae a lot ofdata very rapidly, however, the focus here is the frequency
of datg and the degree oéattime response that is needed for oty truevalue.That velocity
of data has to be progsed rpidly too, if organizations want to makeffective real time
dedsions, and then make course corrections along the way. There are many situatiorch in whi
the data needs to be processed ra@dly imnediately to gain value, or else the data miglst |
lose its value and become stale or obsolete. Take for instanagdbef retailing seasonal items
or perishable items. It is extremely critical to kn@kich items are movindast from which
staes to minimize the perish rate, and, on the other hahdhe fast moving items are not
restocked promptly, it would meanstosalesSo, nearreattime processing of the data can result
in lower waste and losseand simultaneously in increased saled profits. Similarly, it would
be a waste of capital drshelfspace if excess products of a slow selling item is overstocked.
Perishable items will have to be discarded, and unsold seasonal items must be dist@rpte
to get them cleared.

Speed andgility is, hencecrucial for many organization¥olatility (another potential
V) is also a elated term to velocityasis it involves a temporal aspect. Data at high velocities
can be volatile due to rapid ratef change, and the small window of tinmewhich it could
prove valuable (small lifetime). Thability to rapidly process and utilize the stream of data, to
gain actonable insights for immediate execution, is indeed a aeghired ability For example,
the barrage of feeds from social meditesicanindicate sentiments and trends that can
materidize rgpidly, and dissipate equally quickly. On the other hand, trémdpreferences for
vehicles may be much slower to emerge, and stay around for a tonger

Amazon takes velocity very seriousind stongly believes in highvelocity decision
making [Dykes 2017]. Amazon realizes that it may have to make aagtinal cecision on
incomplete information using this approach, but is also confident that #reyapidly course
correct as new data coma laer. For Amazon, making rapid decisions, withucge corections,
has proved more beneficial than slow decision making.

Another example of velocity is when IoT sensors in a machine are detecting potential
problems; if the rapidly collecting data @mply stared, but not analyzed rapidly, then the
machne canot be preemptively serviced to prevent breakdowns. The macbhind be an
aircraft engine, a locomotive engine or even aftaiditioner unit. The abiy to rapidly process
and act on the Ilge volumesof data is clearly advantageous.

Agile organizations must not only collect and analyze high velocity data, but aiss be
prepared to act rapidly. So, the technology, processes, and the organizafitomelhas to all be
aligned for such ality. Many executives utilize dashboards to track beyformance indicators
in their organizations, and then use them to eneKective, reatime decisionsIn order to
handle highvelocity, short lifespan datave need to minimize movement and storage a
increa® the speed of analysis. More than ever, datst ke analyzed and decisions made inreal
time, which precludes stmg the data in intermediate repositories because every touch point
costs valuable time.
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Variety

Data can be humagenerated or achine gererated. Machine generated data, for
instance,can becapturedvia sensorssurveillance cameraand satellites Humans could type
data on web pages or word processors, put videos and pictures on social media, or record
audio/video files and soofth. In either casethe data can be classified asrusttured,
unstructured or senstructured.Figure 4[Taylor 2018]showsa good summary of the types of
data and sources.

Structured Data Unstructured Data

Characteristics * Pre-defined data models * No pre-defined data model
*  Usually text only *  May be text, Iimages, sound, video
* Easytosearch or other formats
Difficult to search

.
Relational databases *  Applications
Data warehouses * NoSQL databases
*  Data warehouses
* Data lakes

Generated by Humans or machines Humans or machines

Wplal * Alrline reservation systems *  Word processing
lppllcatlons * Inventory control * Presentation software
* CRM systems *  Email clients
* ERP systems * Tools for viewing or editing media
* Dates * Textfiles
* Phone numbers * Reports
* Social security numbers * Email messages
* Credit card numbers *  Audio files
* Customer names *  Video files
* Addresses * Images
* Product names and numbers * Surveillance imagery
* Transaction Information

Figure 4: Sample of Data Variety and Sources

Structured data has a predid&aliormat, and can berganized as rows and columns in
tables For example, an Employegatabase tableecord mighthave a Empoyedd, Name,
AreaCode, Phone, GrossSalary, and CityStationed for each empliohgzels itself to relatively
easy storage, anlis usng traditional relational database managemgstesns.Figure 5shows
how thestructured Employee data coudd epregnted in a table.
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EmployeelD
11
12
13
14
15

16

Name DateJoined AreaCode Phone
555
Michelle Piper 12/11/2016 505 1616
555
Mick L Mouselr.  12/30/2012 615 1313
555
JoeFernandez 7/15/2011 913 2121
555
Rhonda Lam 3/3/2012 615 1111
555
Ram Sharma 12/3/2013 501 1919
555
Tige Foress 1/23/2017 615 1717

Figure 5: Structured Data

Volume4, Number 1, 200

GrossSalary CityStationed

$
999.00

$
1,450.00
$
1,275.00
$
3,200.00
$
3,100.00
$
7,200.00

Las Cruces
Nashville
Kansas City
Nashville
Little Rock

Nashville

Big Data, on the hand, is often associated witistructured and serstructured data. The
data source isften diverse, achas web pagesudio files,video streams fmm closecaptioned
camerastextmessages, chats, social media platfoomsvendata feeds from device sensors on
machines. Unstructured dadaes nofit neatly into rows agh columns like structuredath, sait
cannot be stored effectively in relationatabass, and cannot be meaningy analyzed using
database languagsesch as SQL. There are new technologies that are more suitable for storing
and analyzinddig Data Nonrelational databases likeoSQL (Not Only SQL)databases are less
constrained thamelational databases, and moseited toBig Data MongoDB, Couchbase,
Googl ebs BigTabl e,
Some data can also be sestiuctured, and hencemtainsinternal tags and separators
identifying some thtinct dataelements and hierenies- but not as clearly defined assctured
data. Examples of serstructured data include XML documents, and Open JSON (Javascript
Object Notation)Email also isa comma example of semstructured data as its nativeetadad
enables classificatioand keyword searchingylany of the NoSQ databases also are useful for
storing semistructured data, as unlike relational databases, the schema and the data are not
sepaated.MongoDB, for instance, can store sestiuctureddocumats in native JSON format
Similarly, MarkLogic is especially sied to store and take full advantage of Xiacuments. So
Unstructured data makes apout80% to 996 of enterprise data, and grimg atarate of
about 60% annuallyt s, thereforegritical to have appropriate infrastructure to efficiently store
and aalyze these data streams for maximal return on investinecwmparison, tsuctured data
makes up about 10 to 15% of enterpritda, vhile semistructured takes about 5% to 10%

[Taylor 2018.

Veracity

and

Amazonos

DynamoDB ar e

The veracityaspect ofBig Data deals with the aoformance of data with truth and
accuracyand is perhaps the hardest to achi&teracity determines the level of trust in théada
Due to the velocity of the variety of large volumes$ daa
verifying veracity is inded agreatchallengefor Big Data Many thingscan cause us to question
the veracity of datg such asinconsistencies, model appimations, ambiguities, deception,
fraud, duplication, gam andatency[Emani 201%. The real purpose d@ig Data after all,is to
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use it formaking meaningfubnd effectivedecisions, thereforbad quality,and irrelevant data
will often lead to undesitsle dedsions.

Data accuracy depends on many factorhsas he data collection methods, tlyality
of thedata sourcg andthe verymethod used improcessinghe dataFactors such as dakéas,
variability, inconsistencies and duplication can alsgn#icantly affect the gality of the data.
Fortunately dataneed not bgerfectly accurate all the timgr all applicatios - so there maybe
tradeoffs when dealing wittBig Data If the data will beused for exploratory oexperimental
purposesthere may besame tolerance foinaccuracy in the sampl@gecially if it can be
obtained quickly at a low cost)

In our currentera ofrising artificial intelligence (Al), the veracity of data is rather crucial.
Al systems are often trained W§ig Datg andthe far use of Al systers that affect us
profoundly, gdpenddheavi |l y on the veracity ofo tAhe styrsaiemi
is a topic of great interest currentlyecause the implications forganizations andgociety are
profound.For exanple, if an Al systemfor detectingcanceris trained bydata fom just China,
then it may prove very reliable in predictinghcar in people of Chinese ethnicity, but may lead
to misleading results when diagnosing cancer in people of Caucasian descent. The
ineffectiveness of theystem will not necessarily mimize the case for using Al in healthcare
just that the training wasased on a biased sampihose veracity is iguestion when applying
to all humans in general So, veracity is one of the moshportant dimensions ofBig Data
analysis.Thereis needto uncerstand the allowableVel of uncertainty or lack ofevacity n the
datg and redefine trustin the context of thequestionsthat organizationsre attempting to
answer. There is also a ngedveigh the cost dthatuncertainty against the valtige dda brings
to the problem

BIG DATA STORAGE AND ANALYSIS

The fau r  V @iy Daiaf described above, presenig problens for traditional data
storage and analytics platforni3espite the manydwvancenens in database management and
executive levelsupport most companies are still badly behind the curve, when it cames
analyzing Big Datg and reaping all tle potential beefits. Surprisingly, less than 50% of
structured data is actually used decison making, and worse still, less than 1% of the
unstrucured data is analyzed or used at all [Davenport 2017].

As the mrpose ofBig Dataanalytics is more for predicting trem@nd future behavior, it
is notnecessary, naralistic to expect 100%accuray. That is unlike traditional data analysis,
asit is essential for a valysuch as bank account balapebe 100%accurate all the time. Due
to the heavy volumes of wide arieties of data, of questionable veracity, arriving at high
velocities it is not easyor essentiafor Big Datato be neatly sucturedlike relational database
As traditional Relational Databagechnologies and methods of loading, storing and vetge
data werenot really designed to process Big Data, newer technasgiehas Spark,Hadoop,
MapR, Cloudera, Teradata AstdBM Neteeza, NoSql, NuoDb, MongoDB, CouchD&nhd
HBase have made iaisier and more efficient to handle these large volumdataf

We next briefly describe hoBig Data isbetterhandledby ApacheHadoop whichis an
Open source, free implementatioh MapReduce (originallya Google Technology, but Open
now). Hadoop is aprogramming moddbr processing large data setswith
aparalle] distributedalgorithm on acluster It utilizes a sale-out architecture that makes use of
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commodiy serves configured as a cluster, where each server possesses imexjpeesnal disk
drives.The HDFS (Hadoop Distrilied File System) creates multiple replicas of data blocks and
distributes themon compuite nodes throughout a cluster to enable redaldxtemely rapid
computations.The divideandconquer stragy of praessing data is nakeally new, but the
combination of HDFS beinganopen source software (which overcomes the need forgriged
specalized storage solutions), and its ability targaout some degree of automatic redundancy
and failover make it populafor modern businessdsoking for Big Data analytics solutions.
Hadoop is not only a receptacle 8ig Data with its distribute file sygdgem, but it is also an
engine that brings imedible potential to process datand extract meaningful informatian a
timely manner

NoSQL databases are often used in Hadoop environments t@Bgjdbata and analyze
them expeditiouslyApacheSparkalso is another popular Open source, distributechpuing
platform for real time Big Data analyticket us now briefy studya nontraditional, populay
open sourceNoSQL data store for Big Data known &ongoDB.MongoDB provides a flexible
docunent stoage system and analysis platform. It storesutioentsin a JSONlike format, so
that the fields in each document caary (unstructuredata) and the data structure itself can be
changed over time. It is a distributed database at its core, stesigged for horizontal scaling,
high availability andeasy gographic distributionMongoDB has a document model that allows
software applicatins to easily use the stored documents (data). It isnerfd and useful
platform for Big Data due to its ality to index, do reatime data aggregation amndite ad-hoc
gueriesi and it also provides erd-end data security. Massivusers like AmazqnCisco,
Comcast, eBay, eHarmony and Splunk are therefore using MongoDB, and adding to the
credibility of this new te@indogy. Table 1 [MongDB 20&] shows various way in which
NoSQL data stosdike MongoDB powers Big Data applicatigredong with Hadooand Spark.
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Table 1: MonaoDB Powered Big Data Apps using Hadoop/Spark

eBay User data and metadata management for User analysis for personalized search &
product catalog recommendations
China Eastern Data supporting flight search application  Calculate fares based on permutations of rules stored in
Airlines MongoDB
Orbitz Management of hotel data and pricing Hotel segmentation to support building search facets
Pearson Student identity and access control, Student analytics to create adaptive learning programs
content management of course materials
Foursquare User data, check-ins, reviews, venue User analysis, segmentation and personalization
content management
Tier 1 Tick data, quant analysis, distribution of Risk modeling, security and fraud detection
Investment Bank reference data
Industrial Storage and real-time analytics of sensor  Preventive maintenance programs for fleet optimization.
Machinery data collected from connected vehicles Monitoring of manufactured components in the field
Manufacturer
SFR Customer service applications accessed Analysis of customer usage, devices & pricing to

via online portals and call centers optimize plans

BIG DATA POTENTIAL

The collection of Big Dataglobalization and onlineeal time business¢ransactios has
introduced a newevel of complexity to thebusiness world but it also has opened up vast
opportunitiesfor new markets and efficiencieslow that we have discussed the nature of Big
Datg and briefly studied the way which it is stoled and analyzed, weext discussthe major
benefits ofimplementingBig Data.

Many current bsnesses have Igbal operations thaserve severalgeographically
dispersedcustomers with a wide variety of produesd servicesand useglobd netwaks of
supliers, and also utilize serviceqviders seh as Cloud vendors to do so. The complexity of
such networkss hard to unraveland makes it difficult to find Wwere and why problemand
opportunitiesoccur. Fortunately there isalsoarapd increase in th volumeof dataavailable at
varioustouch mints, and smart organizations analyze thamd act swiftly usig the insights
gained. For example, an average Fortune 1000 company could justenda¢asisability by just
10% andgain alwut $2 billion a yea [Crossover 2018].

In general, orgamations striveto use Big Data to achieve advantages such as cost
redwctions; increased revenue and profits; enhanced customer satisfdstjbar employee
productvity; increasing agilitymore argeted maketing; risk/fraud mitigationandto effectively
enternew markets with less uncertairityessentially to gain compgétie advantages, in a fast
moving, hyper efficient beiness environment. Unlike most of theor technologies, Big Data
uses mssve amaunts of réevant data to make better and deelgemels of analysis to give
actionable insightsBig Data analytics islaost an essential activity for modern enterprises, as it
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offers several tangible advantages. About 97% of the executive® iBighData Executivéd s
Survey, reported that they were @stingin Big Data and Al initiatives [Harvey 2018].

The rapidly increaing interest in thaise of artificial intelligence (Al)s also another
driver of Big Data. Machine learning is vedgpendent othe awilability of large volumes of
domain specific dta. Wthout the availability of large data sets, it would be virtuatipossible
to have an effeote Al system. So, we can readsge how the growth of Al and Big Data feed
off each otler, and pedctly cmmplementeach otheri resulting in a virtuous icle that
encourages both fields to grow rapidi$hin®d s b i g doedsdperafioaYairh China,for
example, uses Big Data and Al very effectively. Yum China, whighs more than 8,400RC,
Pizza Hu and Taco Bell estaurants, uses Big Data from the801million loyalty program
members to drive its Apowered menu that stomizes the menu for each dindased on
preferences and local tastes. Since January 20@8¢ new systems halieostedthe pe-order
spendindoy 1% , which amounts to abdb840 milion worth of fried chicken and pan pizzas per
year [Ajello 2019].

Big Data also is very useful for medical studiBsg Data uses in healthcare include
predictive modeling and clinical dsion suppd; disesase sunilance, public health, and
research.Big Data analytics uses analytic methods developed in data miningjdingl
classification, clustering, and regression, but are often complicated by many technical issues,
such as missingalues, curs of dmensionally, and bias contrdlLee 2017] As Téble 2[Lee
2017] depicts, there are significant differences betweeditit/aal medical analysis using
statistics and medical big data analytics.
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Classical statistical analysis

Application

Questions of inferest

Domain knowledge

Sources of data

Data collection
Coverage of data to be
analyzed

Data size

Nature of data

Data quality

Research questions of
data analvsis
Underlying
assumption of the
model

Analytic tools

Main outputs of
analysis

Privacy & ethics

Hypothesis-generating
Orvercoming the limitation of locally or temporally stable association with
continually updating the data and algorithm

More important in interpretation of the results

Any kind of sources; frequently multiple sources
Recording without the direct supervision of a human

Substantial fraction of entire population
Frequently huge

Unstructured and structured

Rarely clean

May be different from those of data collection
Frequently abzent

Frequently avtomated with data mining algorithm

Prediction, models, patterns identified

Concerns about privacy and ethical issues

Hypothesis-testing

Trying to prove causal relationships

Important both in collection of data and interpretation of the
results

Carefully specified collection of data; usually single source
Human-based measurement recording

Small data samples from a specific population with some
assumptions of their distribution

Relatively small

Mainly structured

Qualsty controlled

Same as those of data collection

Based on various underlying probability distribution finction

Manually by expert with classical statistics

Statistical score contrasted against random chance

Data collection according to the pre-approved protocol;

informed consent from the participants

Table 2 Statistical Versus Big DataAnalytics in Medical Research

Modern successful niderprisesalso cdlect increasing amounts of data regarding all
aspecs of ther supply aad demand chagi Examples of data include logistics measures, vendor
compliancy/lead times, POS data, inventomels, pricesconsumetbehavor, demand forecasts,
weather forecastand so@l media commentg\nalyzing Big Data hakelped businesses rexk
inventory costs by up to 40 percefi{rupnik 2013. The ability to monitor and track re@ime
data sounds gag but makingeffective decigons quickly is likely more importanthis isreadily
apparent for companies that are actually doing it, @sgaw an increase in revenussd profits
[Crossover 2018]Predictive data analytics is fast becoming a tool tecognize key @&nds,
patterns, ad potential disruptions within suppbthains and a means to protect the enterprise's
most valual# assetsJcott 2019

In closing this section, it should be noted thatidions made from the analysis of Big
Data can onlybe of high qubty, if the undelying data itself is if good qualityThe veacity
dimension discussed before is very relevant to his asp#gh-quality data isa prime
differentiator and isa valuable competitive asset that increadesision quality,efficiency,
enhances astomer sevice and drives profitabilitySadly, the bgger the data, the higher the
chances of poor quality, and thest of poor quality data is between 15% to 25% of revenue for
many organizationg.eopold 2017].

Traditionally, companies have beshorsighted when it comes to data quality by not
having afull lifecycle view. They have implemented source system quabtytrols that only
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address the point of origin, but that alone is not enough. Data qualigtivie@ have been one

off affairs at an T level raher than collective efforts of botfT land he business side of the
house. Failure to implement compreheesand automated data cleansing processes that identify
data quality issues on an ongoing basssiits in organizations overspendion @ta qualiy and

its related cleansing. A flexibldataquality strategy is potentially required to tackle a broad
rangeof generic and specific business rules and adhere to a variety of data quality standards.
Data qiality as a service (DQaaS) shdude anintegral part of data quality as it allows far
centalized approach. With a single update and entry point for @i dantrolled by data
services, quality of data automatically improves, as there is a sirgileelgion of data.

SUMMARY AND CO NCLUSIONS

This paer has provided a broad and usefgtdsson of Big Data for both practitioners
and academics.The tremedous advantageof collecting Big Data, and analyzing td gain
insights andcreate competitivadvantage is clearly getting aot of atention inmany modern
successful organizationRealzing this tremendous potentiaind asking the right questionsa
timely manrer will help organizations collect the right type of data, and conduct the right type of
analysis.

To better undetand B Data, itis useful to view itusing the 4 dimesionsi volume,
velocity, vaiety and veracity, knowrms t h e Big Da@.fAs omgénizations increase
adoption rates and types of Big Dat a, they w
maximizz the benefs. As pointed out earlier, the cetition of Big Data also allows
organizations to initiate the adoptiohastificial intelligence as well. The use of Big Data and Al
opens upgmanynewareas for researchs well as the need for idefiying best practies.The use
of thesepowerful technobgiesalso opens up very important aspects likgacts on privacy,
changes in societyand ethical usesf technology Due to the tremendous potential it offers, the
era of Big Data is here to stayfa lorg time.
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MINI COLA WAR S: THE DIET COKE AND PEPSI
SCUFFLE

Ahmed Maamoun, University of Minnesota Duluth

ABSTRACT

CocaCol a i1is the worl ddés | argest beverage c
leading food ad beveage corporations. The two American powerhouwsesthe biggest players
in the carbonated soft drinks (CSD) global neirkCoke and Pepsi were developeg b
pharmacists in 1886 and 1893 respectivEhe fight between the two drink titans commengced i
the late 1800s, and has known no bounds sifbe.two companies offer products that are very
close substitutes, and henae aonstantly fighting for greatsales volume and market share in
200 countriesA term has even been coined in the early 1980s=fa to this fierce rivalry:
ACol a War s & the @dkedPepsiglabkl @ompetition so intriguing is that their preduct
are very similar. They are browoolaf | avor ed, syrupy, carbonated
taste that different. Thereforeyeakirg the formula and altering taste of their corequct (Coke
vs. Pepsi) has never been a weapon in that war. The ta@ients resorted to marketing for
differentiation and superiorityThe diet cola mini war is a recent examgach cola hulk ha
utilized comparable advertising and marketing tadticbeat the other. The ongoing warfare
involves various weapons andefpower, such as extensive assorttnéuturistic technology,
celebrity endorsements, logos, slogansbanding, sponsorshipsyeative promotions, and
constantly thinking outside thean. Coke dominates in the United States and most markets
around the wrld; but Pepsi is always there ¢hallenge the original cola drink. The fact that
Pepsi survived, and even thrived, for so lag \erification to their persistertirand storytellig
and their strategy of being the tough runner up. The war betweetwdheconic American
brands hadeen fought for 12@lus years, and there are no signs it is going away. The whole
world is the batefield, and the rewards for winning are billions o§&l customers.

INTRODUCTION

In the late 1800¢he CocaCola Company(Coke) andPepsiCo(Pepsi), thewor | d 6 s
largest cola brands, were founded in Georgia and North Caradisiectively. Since thethey
have been engaged i n soMagtshoi ndgrakndvars & santgh e di
other in an ultimate rivalryvhere the twacompanieshave come to represent much more than
just a beverage. F ting tactics haweptrbdditally focuse@ @ngoodmeass, k e
nostalgia, and the family as wholesome unit. Pepsin the other hand, has been positioning
itself as a youthful brand that keeps up with the artistic and social Htafteccur with the rise
of evey new generation of youngeople.The twotitanscompete fiercely with each otherthin
multiple segments of the soft drink industry all over the worldl t 6 s n ahat whemonieo mmo n
launches asuccessful product or product line extenstbe other willfollow with a similar
conpetingvar i ety of that it e moinedirtle edrly 19808 deGonidlea War
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the phenomenasales, advertisinggnd marketing tactics of Coke and Pepsi against each other to
develop and maintain market share.

POSITIONING

In marketing, posioning has been described as the process by whichmpaoy creates
an image or identity in the minds of the target marketit® products or brand. It refers to
placing a brand in that part of the market where it will receivavarable reception compad to
competing products. It tells what the produetnsts for, what it is, and how customers should
evaluate it. Although Q@ and Pepsi are very similar products, their positioning is quite
di fferent. For eirgahaspradeignallfClaused @ vsholesameresstnostalgia
and the family as aaurishing unit. Pepsi on the other hand, has been positioning itself as
youthful brand that keeps up with the aesthetic and social shifts which take place with the
emergencefcevery new generatiorf goungpeople.

Pepsi, unlike Coc&ola, has always haal clear target audiendethe youth. It always
targeted youngsters thugh its fun ads and hip celebrities. The first international popstar to
become a spokesperson for thenicobeverage was Michadacksa, who advertised Pepsi for
"The New Generationin a commercial featuring a reworking of his song "Billie Jean". The
company has had a notorious association with celebrities, primarily popstars and athletes, over
the last 35years. Since the 1980Bepsihas used their slogans to seize the momentydhth,
and the future. The popularity of music celebrities among ackiés has helped Pepsi to
become to be known as the brand of youth with a modern and fast moving lifektylever, it
isnot knavntod spl ay fAvalue adver tistiscof CgcaCol whi cCGo kied
message consistently focused on the fammly positive values of life.

CELEBRITY ENDORSEMENTS

Gigantic brands love to use celebrities to help endorse their productst aadi@mce
thinks that if a product is good enough oo meone f amous, then itds g
well. Usingacelebtiy 6s i mage i n promot i o praductsara mseaiis gns h
awareness. Marketers hope that the positive respanse detbrity will carry over to the
products or brand<Celebrities have a broad reach and can give a face and meanintatala b
Pairing a celebrity with a brand or campaign te& very tricky though. It starts with a thorough
understanding of the targeustaner. Marketers need to consider the target costo 6 s ag e,
gender, lifestyle, personality, behavior, occupation, éten] a celebrity spokesperson has to be
selected, andvailable, to match with the customer and brand. Celebrity endorsing Gasrfty
involved people on the downward slope of tlegreers. However, Pepsi signs them at the peak
of their fam@ which cart be cheap. In other words, a successful brand hbas farepared to
spend big to make a marketing splash. The celebrity has &opeesn who the target market
will identify with, and have personal credibility and integrity for representing the brand.
Basically, the celebrity becomes the source of inforoma&bout the company.

There are advantages to this approach. Celebrityreechent help consumers remember
advertising messagesdmakes a brand more memorable than a brandatiest a celebrity. Bu
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it does no always work; it can backfire on bothettborand and the celebrity when things go off
track ( Reme mb e contidwersiall Repsi ad?g. Bince by éheir very natuetelarities

are often in the news, and are monitored relentlessly, ebritgl who takes an unpopular or
controversial standisks damaging his or her image, as well as the brand they represent.
Celebrties irnvolved in scandals or contradicting stories @g@tantaneously provoke a negative
consumer perception and damage theand as they are the face of the company.
Overdependece on cel ebrities for endor Angodelnity s ( Per
missteps or shenanigans can be disastroudtaral. (Remember Jerod the Subway guy, Lance
Armstrong, Lori LoughlinMaria Sharapova, Olivia Jade, and Tiger Woods?).

MAR KETING TO TEENS AND MELLENIALS

Millennials, people born between 1979 and @0Bped about $600 billion a year.
Companies are scrdning to develop loyal relationships with this large and growing market
The Millennial generation is three timkesger than Generation X, and by 2030 Millennials will
outnumber notMillennials (Fry, 2018). Right now (2019), the youngest Millennials are
attending colleges and the oldest are buying homes. They are-beaftious and care about
what they ingest, tuing away from sugasweetened beverages. They also love customization
and will personate any hi ng. Cokedbds fiShar e examploed kowthe a mp a i
soda giant is connecting with its consumers on aemorp er sonal i zed | evel
iPhoneinspired rethink of the soda fountain machine, was a vivid way to connect wsth thi
demogaphic. Pepsi was not first in this ma@&eCoke was with its Freestyée but its latest
version is very slick with a tolicscreen that offers as many as 1,000 flaaamnbinations.

Coke and Pepsi are attempting to diversify their beverage portfolithsledssugary
drinks. CocaCola has invested in juicegeas, coffees, and beverages made with organic and
natural ingredierst It has also been reducing sugar, usitgyraative sweeteners throughout its
existing portfolio, and offering smaller can sizéss the CSD market shrinks due to health
concerns, thebeverage industry leaders have been looking for new paths. One deant
concluded by Coc€&ola was to buy U.Kbased coffee company Costa, giving it entry into the
hot drink market. And now PepsiGms anounced that it is buying db-yourself carbonzon
company SodaStream International. Unlike sugary soft drinks, Sedashas taken advantage
of the growing meket for seltzer beverages. Consumers like that seltzers do not have sugar and
are caloie-free. This gives consumers drinks that are healtthian the traditional soda drinks.
Besides, the dd-yourself carboni@d drinks can be tailored for individuastes with different
fruits and flavors added to the drinks (something teens and mélsrtherish).

It's a tough time for soda sellers. Gamers are turning away from sugary drinks and
hollow calories. Soft dinks sales have been in decline since 208king 3% in 2013 alone,
according to market research publication Bevefagest (Wdba, 2A4). Coke and Pepsi have
both posted negative gdy sales changes for the last 15 years. If the two soda giants think
sodaods sal vati on hey better think agaim.eHealthoexperts have fertyears t
rejected the per séea hanlihp alternativea Now,ficdnsueners astagicing
themselves not just from sugsweetened drinks, but also theartificially-sweetened
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ingredients. Besels emer ging consumerso®6 health conscio
with the threafrom sugar taxes and warning labels.

Obesity ratesddve continued to climb in recent de
fingers pointed at fast food restaurants sodia drinks companies. Some cities in North America
have even proposed and are workamgenating warning labels on soda drinks. San Framis
for instance, has passed a law adding a warning labels of CSDciodine label reads:
WARNING: Drinking bewerages with added sugar(s) contributes to obesity, diabetes, and tooth
decay. This is anessag from the City and County of San FrancisStafimetz, 2015)

Facing mounting pressure to improve their products, tbtbn it comes to calories and
overall nutr t i on, t heydr e e ageorblam® somitheit pradugts to the at t €
American pulic. The message is: You are just not movingugioto burn off all the calories
you are ingesting. In 2015, CoeCwla and Pepsi, along with the American Beverage
Associati on, | aunched Mixify, a campathgm t hat
balance of sugared drinks and exercise, implyimgés OK t o i ndul ge mor e i
regular basis (Parker,025). The Coc&ola Company released a stahe n t Cokefiwet
believe that a balanced diet and regular exercise are two keyligmgsfor a healthy lifestyle
and that is reflected inoth our longtermand shost er m busi ness actib@enso,
Chief Technical Officer.

Coke and Pepswill have a hard time convincing their customers that their core iconic
beverages arbealthy Even their diet and zeisugar versions will ot stand a chance making
this argument. The new messaging is that cedgpcts can supplement a healthy and active
lifestyle. If you exercise and watch what you eat, it is OK to indulge a little aredahefreshing
cold drink to reward yourself.

PRODUCT ASSORTMENT

It hasbeen a long time since CeCwla just sold CokandPepsijust sold PepsiToday,
the two industry leadersffer hundreds of products to market segments based on diverse
consumer peferenes for flavors, calories, and caffeine contentBoth companies have
diversified their product linesbut the stakes inola are higher for Cak PepsiCo merged with
Frito-Lay and now owns Quaker Oats, Tostitos and other food brands-Gotxas stil a
beverage company, butits t h e wo rtdl ibvesagelcanpanye affering oedBbrands
to people in almos200 countries.The rule ofthumb is that if one company introduces a new
product or flavor, the other is sure to follow to preventampeitor from gaining an advantage.
A sample of thdifferent products, brands, and flavors offered by the two main sdidasse
the U.S. markils shown in Table 1.
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Table 1 CocaCola and Pepsi ProductPortfolio

Flavor/type

The CocaCola Company

PepsiCo

Cola

CocaCola (Coke)

Pepsi

Diet/sugarfree cola

Diet Coke/Coce&Cola LightTab

CocaCola Zero Sugar
CocaCola Life

Diet Pepsi/Pepsi Light
Pepsi Max

Pepsi ONE

Pepsi Zero Sugar
Pepsi Next

Pepsi True

Caffeinefree cola

Caffeine Free Cocg&ola

CaffeineFree Pepsi

Cherryflavored cola CocaCola Chery Pepsi Wild Cherry
"Pepper'style Mr. Pibb Dr. Slice
Pibb Xtra DOC 360
Orange Fanta Mirinda
Minute Maid Tropicana Twister
Simply Orange Tango
Royal Tru Orange Slice
Lemonlime Sprite Teem
Lemon & Paera Slice
Sierra Mist
Other citrus flavors Mello Yello Mountain Dew
Vault Kas
Fresca Izze
Lift Citrus Blast
Lilt
Gingerale Seagram's Ginger Ale Patio
Root beer Barqg's Mug Root Beer
Cream soda Barg's Red Creme Soda Mug Cream Soda
Juices Minute Maid Tropicana
Fruitopia Dole
Simply Orange
Iced tea Gold Peak Tea Lipton
Fuze Brisk
Pure Leaf
Sports drinks Powerade Gatorade
Aquarius Propel
Vitamin Water
Energy drinks Full Throttle AMP
NOS Rockstar
Relentless Sting
Burn Kickstart
Bottled water Dasani Aquafina
Kinley LIFEWTR
Smartwater
Source: CocaCola and Pepsi Websites  htips://www.cocecolaproductfacts.com/en/produgts/

(https://www.pepsico.com/brands/prodirctormation)
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THE DIET COLA SCUH-LE

Diet-cola is certainly a mature produc Pepsi launched its diet version in 1964 and
dominated the market for almost two decades. @oal a d i d n Di¢t Cakeurntir198d u c e
The two soda giants relied on their flagshproductsfor yearsto satisfy calorieconscious
customersNevertheles, Americans are increasingiyoving away from soft drinkss health
awareness increas&3bviously, this adversely impacted satd Cke and Pepsi itheir diet soft
drink offerings Over the last decador so, both companies have been striving to toimgs
around toprolong the diet product life cyclen 12007 Pepsi spen$55 million into marketing
Diet PepsiMax as a cross Ib@een acolaand an energy drink with the "Wake Upemle!"
campaign. Thethe company made a bold moweopping the word "@t" from its name, though
it continued to promote itself as the "doslafor men" in a Super Bowl campaign labellétim
Good". PepsiMax met its rival, Coke Zero, right away. The@&Cola diet brandhas proven to
be a success the zerecalorie, fultflavor category, and soared to be1Bth largestolabrand
in the $74billion U.S. carbonated saftrink market(more than fou times larger than Pepsi
Max).

In 2014, Diet Cokerelased @aaédGet Campaign. o This campa
to fmmGeltasteo of the world they |l ove and featu
moments a little brighter and bubblién. 2015 Diet Pepssawa 5.20 decl i ne and Di e
sales drop by 6.6%With declining sales over the last decade due to chgngestyles, the
CocaCola decided to relaunch the diet categomth four bold, new flavors and a new
packaging lookR&D for the newproduct extension took about two years. During process,
Coc-Cola tested more than 30 new flavors. Focus groupsrarleting research narrowed it
down to only fourGinger Lime, Feisty Cherry, Zesty Blood Orange, and Twisted Mango. The
new DietCoke flavors are also packed in slick 120z. cansCoke, however, dl notremove the
aspartame from its diet beverage. Pgpsit mirrors Coke in most product categories, introduced
its version in the late 1980s. The company decided to ctinagetificial sweetener contained in
its Diet products, in ordeto draw somedyal customers from Coke, who wantbaverage
without the aspartame sweetend?Pepsi commenced reformulating its Diet recipe two years
earlierin response to customer criticism agairtst hotsious sweetener, aspartame. Concerns
about aspaame are continually rising as consumers are increasingly looking forahand
organic ingredients in their food and drinkspartame h&been the sodadustry's favoritaliet
sweetener since thE980s Although The FDAhas repeatedly wwhed for itssafety, internet
bloggersblamed aspartame for everything from canceautism.

To promotePepsi 6s new dipatodbeverwage,cltetmg | 'y | a
Aspartame Free. o0 Tlesedhaug® uine $ e-g@geepdmaianshds! s
boaged the new diet offering, describiiyi e t Pepsi a s inioGnr iasspp, a rrteafmee sf

The CocaCola Company, however, stuck to its guns and annouitcledd no intentions to
abandon the artifiel sweeéener in its diet beverages. The proved to Isenart position aseks
than a year after launching its new Diet Pepshwucralosgthe company brought back the diet
beverage with aspartame, citing detlg salesDiet Pepsi without aspartame imjo down as
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the latest in a list of memorable markgtmistakes along with Sun Chips, Tropicanand New
Coke.

U.S. saleof Diet Coke overtook those of Pef3ola for the first time in 2010, making
the diet soda the No. 2 carbonated soft drink indbanty behind CocaCola As of 2018, the
number 1 sdfdrink in the United States (in terms of sales) is Coke, followed byyCoke.

WHO WILL COME OUT ON TOP?

When it comes to conventional cola drinkspk€ is the undisputed champion. The
guestion sbuld be Does Pepsi stand a chance of turning this md@uConducting a SWOT
analysis for Pepsi is a good start to approach biillion-dollar-onehundredyearold question
(Table 2)

Table 2. Pepsi SWOT Andysis

Strengths: Weaknesses:
- Brand Equity: Brand evaluatn of £0 - Unhealthy Products: Sugary sdfink.
billion. - Overdependence on Celebrities: Risky
- Product Portfolio: Broad assortmeoft strategy.
beverages and snacks. - Failed ProductsSome products were not
- Customer Loyalty: Strong customer base well received.
overthe world. - Failed Campaigns: e.g. Kendkdnner.

- Strong Financials: Revenues $63 billion,
Assets $80 billion ir2018.

- Sponsorships: Glamorosgorts events and
musicconcers.

Opportunities: Threats:
- Healthy Options: Investing in nutritius and - Global Conpetition: Chief rival CoceCola.
sugarfree products. - Anti-American Sentiments: Aarican
- Sustainability and CSR: Eironmentally brands are not welcome in some countries.
friendly production, distribution, and - Goverrment Interventions: Soda tax and
packaging. warning labels.
- Innovaton and R&D: New technologies - Economic Slowdown: Andier recession
appealing to youth. would hurt sales.

The last decade was probably the bloodiest clash yet of the cola titans. Coke, with its
relentess foas and original message, has kick®epsi'scanall over the world.The beverage
war ontinues as the two beverage manimaeinforce their strength for the next batiore
research may be required to analyze what will transpire.

CONCLUSION

Thelargestcola rivalry in history is in full swing agaias the two top names in beverages
battle for a shinking sodadrinking population.With regularCokeand Pepsfacing a sugar tax
hit, can Diet and Zero Sugaaig enough new momentum to keep both canigs #oat? As the
two largest softdrink brands, Co& and Pepsi have long been chief rivals. e leading soft
drinks pralucers have moved to reduce the amount of calories Americans consume from
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beverages bjocusing on the diet categoryhe initiaive ains to ircrease access to drinks with
less sugarrad caloriesin stores vending machines, and restaurahisdoubtedly the battlefield

has shifted & Americans started to move away from soda in favor of other kinds of drinks, Coca
Cola and PepsiCoxpandedtheir portfolios of beverages, putting less drapis on their core
brands.Coke Zero and Diet Coke, along with Diet Bepnd Pepsi Max are the new weapons in
this 100 years of contentios Diet Cokeand Diet Pepsi find theiway back into people
fridges,the proper question is who will win thisuond?
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GENDER EQUITY IN BUSINESS SCHOOLS
PERCEPTION OR REALITY: A CONVENTIONAL
CONTENT ANALYSIS
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ABSTRACT

The continued darity in compensation, career advancememtd equitable access to
leadership positions in traditionallgnaledominateddisciplines both in the business sector and
higher education, continue to be assentl area of research. This paper examines the
relationship of gender equity to; academicfBtaculty compensation, career advancement, and
access to leadership roles in selected colleges of business in Finland, Jaamgidhe United
StatesThe @en andunembellishedesponse of businesshoolacadenic staff/faculty regarding
their perceptims of gender equity in three culturally diverse societies, Finland, Jamaidathe
United Stateswere evaluated usinipe Conventional ConterAnalysismetodolog. Thethree
societies analyzed in this papeeflect distinct cultural, political, economi and societal
structures as well as views regarding gender equitpres and culturally imbued societal
structures influence the perceptions and, ultimatéhe kevel of distrust and dissatisfaction
relating togender equityThe findings confirm thatefmale faculty/academic staff in colleges of
business continue to experience inequitable working conditibnghermore, hese unfair
conditions areextraordnarily widespreadastheyrelate to compensation, caeadvancement
and access to leadershiples The progressof female faculty members continues to Valgen
compared to males with similar or equal human capi@r findings add vital insights to ¢h
crosscontinentalconversation on the inequitable exggnces faced by business school academic
staff/faculty, based on gender.

Keywords gender equity, compensation, leadership, higher educatioocareer
advancemengonventional content analysis

INT RODUCTI ON

This year, 2020 marks the41% year since tb United Nations (UN)Conventionon the
Elimination of Discrimination Against Women (CEDAWRcommendethat women should not
be victimized in any formprimarily because of their gendeNeverthelessdiscrimination
against women persists in both develbpaddeveloping countriednited Nations, 2020)V/hy
do discrimination and inequity still exist today? Discrimination and inequity continue because
fundamentally individuals are still perceived angluedbased ordefining entrenched qualities
such as gnder, ethnicityand race. Gender continues to bsignificant barrier in the area of
human growth and developmem/omen play aressentialrole in sustaining the social and
economic fabric within &l socidies and their unfair treatment andmarginalizéion are
significant and must beesearche@United Nations, 2020)Vhenwomen aranistreatedhere is
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A. . . continued poverty, abuse, sacstratification, soial injustice and the widening of the
gender gap (World Economic Forum Report 2014, p. 3mong other disparitiesare
perpetratedGender equity @ucationfor both women and mes needed that addresssguitable
policies and préaees to reduce and ultimately dispel dispasitie

Genderequity continues to be a point of debate and discussaih in higher education
as well as the business world. Increasingly, more women are assuming positions of power,
leadershipand authority in both corporates as well as institutions of higher edoc&tegpite
these positive movements toward gendertgcand equality in the workplace, many women still
lag behind their male counterparts in compensation, career advanceandnaccess to
leadership roles. In higher education, gender inequities pargistre often overtly reflected in
the lower compensiain of women compared to their male counterparts.

More covert reflection of the inequity is the imbalance in the represemtattivomen in
positions of leadership and access to career advancememturpies when compared to males
with the same/similahuman capital. The issue of gender equity is often more chronic in the
maledominatedfields of science, technology, engineg; mathematics (STEM) and core
business disciplines such as accountingpnemic, data analytics, financeArferican
Associationof University Women(AAUW) 2016; Grove 2015, 2016; Jone<011; Tickle
2013; Ud Din Cheng & Nazneer2018. Therefore,more research must m®nducted in this
area specifically in business schools

PURPOSE OF THE STUDY

The purpose of this study i® texamine the perceptions of business school faculty
membergegarding gender equityoncerningcompensation, career advanmeant opportunities
and access to leadership roleBhree arguablydifferent social, economic, and cultural
experiences of facultyniFinland, Jamaicaand the United Statesre the focus of this study
Perception and reality are often at oddad thissignificant study provides arosscultural
perspectiveon how faculty memberacadent staff in schools of businesperceivegender

equity.

Rationale of the Study

Gender equity concerns is a worldwide phenomenon. This research on gendgr
focused on three disparate countries in different parts of the world. The researchers we
interested in exploring how a developing country dama, ranks when compared to a developed
country the United States and Finland a Nordic Welfare stateaRdshas shown that more
women than men enter and graduate from institutions of higher emtu@atfnland, Jamaica
and the United States. Yet, feles are still being compensated less than males for the same jobs
(Bellony, Hoyos, & Nopo, 2010; Europednstitute for Gender Equity, 2105; Lassila &
Teivainen, 2014; Salmi, 2014; Statistics Finla018; Webster, 2006)\Women in Jamaica
graduate at higdr rates than men but are compensated at lower(ildtedJniversity of the West
Indies (UWI) StatisticalReview, 2009/2010; UWI Statistical Digest 2010/11 to 2014/2015
Reports; Jamaica STATIN Labor fee Suvey Report, 2015)The Statistics Finland Report
(2018),reflecteda reduction in the wage/opportunities gap between men and women,inglicat
that womeron average earn 2220% less than men for doing similar jobs.
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Jamaica a developing country wasleced for this research because of access the
reseachershad forobtaining datdrom the two business schools in the countiyis is a country
that would gve a Caribbean perspective. This region has not been well researched and the
researchers salted Janaica so that the research would add to the hafdyterature. United
States was part of the sample because the researchers work in higher educaSonthéra
university. Again, the researchers would have access to obtaining the requiréchddtmied
States is seen as timeodel of democracy, agplity and fair play. The researchers wanted to
explore if gender equity was simply a facade of a reakypally, Finland was selected because
of the contrasting views that would be offered beca&isiandis a Nordic Welfare State that on
the surface mports equity, equality and fairness. In addition, a visiting professor in the College
of Business alsodiped in the researchers gaining access to get participants in 5 universities
across Finland Is2d orthe research criteria.

In 2020, Finland was raekl third only to Iceland and Norway, on the 2020 World
Economic Forum Report as it relates to the Globahd&r Index. This index further supports the
reality that in Finland in 2016, a total of 46.186all faculty are females having roles such as
assistats and fulitime visiting teachers (43.8%), lectures and senior assistants (58%) as well as
professors (@.3 %). Revealing that 69.7 % of the professors across Finland are males (Statistics
Finland, D18).

The United Statesvas ranked 28 out of 142 coatries when measured against five
critical factors; gender equality, economic participation, educatiottainaent, political
empowerment and health and survival indi¢@grld Economic Forum Reporf014) The
composite score of 0.746 out of a possiblsb was reported for the USh 2020, The United
States slipped tthe 53¢ position wth a composite ®re of 0.724, out of 153 countrigdn the
surface these statistics look as though the UniBtdtesis advancing the rights of women for
equal ancequitable access. Howeverdetailed analysishowsthat the United States has made
great strides since women gained voting rights in the eatiC2@itury,butthere are still glaring
issues of ingquality and inequity in academia and the wider socid®yesentedin this
conventional content analysis, dhe frank and, at times, polarizing views of faculty members
on gendered compensation policies, career advancement opportunities, and accdssstogea
roles.

METHOD

Research Questiorand Study Desgn

For this studyof 410 participants96 faculty members fronthreecountriesrespon@d to
the following questionWhat comments do you have regarding how faculty members in your
college are compentad, adiance in their careersand access leadership les based on
gende? Using conventional content analysis methodology, the researchers examined the
common themes/categories/clustdrat emerged fronthe responsg receivedegardinggender
equity ofbusines school facultyas itrelatesto compensationgareeradvancemeniand access
to leadership roles?

Population and Sample
The targeted study population comprised of all public schools of business in the United

States, Finlandand JamaicaAccording to he National Center for Education Statistics (ZQ)1
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there are 710 publicigear colleges in the United States, representing 23.6% of all institutions of
higher education, both private and public combined. Finland has 35 public univeesities
Jamaca hastwo. Colleges of business were selected basefibor criteria: (1) accreditation by a
national, regional or international board, such as the Association to Advance Collegiate Schools
of Business (AACSB); and (2) masters granting or higéeel institutions; (3) public
universities and (4) universitfull-time enrollment (FTE) of 10,000 or more studenibe
sample was faculty members frd2h colleges of business in the United States, four in Fipland
and one college in Jamaica. A totaléb of the 1,50 facultymembersat the ranks; instructors,
lecturers, senior lecturers, tenured or teAweeked faculty at the assistant; associate; and full
professorstarted thesurvey Of the 466 who started the sury®p did not completthe survey
These55 suweys were dropped from the studfhus, 410 paitipants completed the entire
survey. Of the total410, only 96 participants completed the opamded question at the end of
the survey. This yielded a response rat@2#% ofparticipants whaompkted tle operrended
guestion. Feedback rbm faculty in administrative positions (chairs, deans, directors,
coordinators)provided a sense of thelationship of gender equity to compensation, career
advancement, and access to leadership roles for fenal#tyfan their business schoolhe
openresponsédindingswere analyzed using@onventional Content Analysis Methodology

RESEARCH METHODOLOGY : CONVENTIONAL CONTENT ANALYSIS

In conventional content analysisieaning are interpreted directlifom the contat of
gualitative ortext data adhemg to the raturalistic paradignjHsieh & Shannon, 2005), leading to
coding categories derived directly from the text d&ased on the naturalistic paradigm, the
authors coded the data physicallfis physicakodingwas demed to be most effective because
there wee 81 Likert type quantitative questions and one egated or qualitative question
(number 82).The seminal research of Hsieh and Shannon (2005); as welhasgy and
Wildemuth (2009 outlined the 8 stepshat were followed in thiscontent analysisThese
researchers recommended the naturalistic approach of combing through the data over and over
with thenatural eyes long before commercial qualitatiaea analysesoftwaresuch as NVivo
Research TexProvalis Analytics,STATA, ATLAS.ti, MAXQDA, DAT Agrav, webQDA and
HyperRESEARCH (to name a few).

These commercial qualitative data analysis softwacka@s are recommended for large
data. These largeath sets generally include; transcribed interview data, field notes fr
observations andarge setsof documents to be analyzed. Realistically, having only one
gualitative research question did notrin¢ghe use of a commercial qualitative data analysis
software. Furthermore, the use of the commercial qualitative data analysis software would no
longer ekem the naturalistic paradigm relevant in this conventional content ar@gsaroudi,
Heshmati Nhavi, Armat, Ebadi, & Vaismoradi, 2018; Fealy, DonneDoyle, Brenner, Hughes,
Mylotte, & Zaki, 2019;Zamawe, 2015; Zhang, Wildemuth, 2009).

This conventional content analysis technique allowed the reseatoheategorize/group
responses undeemergentthemes The advantage of the conventional approachcdatent
analysis isfigaining direct information from study participants without imposing greeived
categoriesor theoretical perspectivegHsieh & Shannon, p. 1281). The opemded research
guestion was @propriate for using this approach in letting thata speak for itself by finding the
themes that emerged.
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According to Creswell (2013)iThemesin qualitative research (also called categories
[groups] are broad units of information that consistsevenl codes aggregated to form a
common idea (p. 186). Thus, the researcher conducted a detailed conventional content analysis
to find out the final themes that would emerge to support or disconfirm the perceptions of faculty
in colleges of businesegardilg gender equity andompensation, careedweancenent and
access to leadership positions.

According toHsieh and Shannon (200Q%ijtilizing a research method to collgmtrsonal
information and interpretation of data can be successfully carriedsmg asystem of coding,
recoding, grouping, identifpg themesandpatterns. Thisnethod of data collectiogives way to
a conventional content analysis approacla assefultool for analyzing the subjective views of
participants collected from thepenrespomseitem. Furthermore, thif. . . process of ahgsis
reduceg§] the volume of text collected, identifies and group categories together and seeks some
understanding of [the respses] . . . the researcher attemptsidtay true to the text . . .
(Bengtsson2016 p. 8). The researchsistayed true to #text by using direct quotes (verbatim)
from respondents. The rigorous process of readingea#ing, sorting, resorting, grouping,
coding and categorizing and finally resulting in the themes thatged vas adhered to as tenets
thatfi. . . undergird ta credibility of [the research] findinggPatton 2014 p. 3).It was from the
r e s e a rsaxibl eapifgthat isfi. . . background, experience, training, skills, interpersonal
competence, capacitpr emghasis, crossultural sensitity and engagement. 0 (p. 3) that
makes the research inquiry have meanifigereis a plethora of stakeholders and consumers
who will read this research from scholars to politiciaiberefore it is incumbent on
reseacher to provide aneaningful analysis. In gerady conventional content analysisnlike
statistical analysigrovides meaning but does not measure or quantify patteatiser, it relies
on trustworthiness on the part of the researchers whembtpmalbiases are suspesd and not
used consciouslyrainconsciously to taint the data.

Trustworthiness
In qualitative research, the rigaredibility andtruthfulness of the study referredto as
trustworthiness (Lincoln and Gubd985; Pilot & Be&, 2014 Leung, 2015). Research
including contentangls i s mu st h a vdegrea of coafsldnee Iinldatss interptetafion,
and methods t hat wi | | | ead t (Pilota& Beck, 20d4/pg.33. In atheh i g h
words, the research has aenlhicity, credibility as vell as validation inits metiodology,
procedures, protocols, data collection and analysis as well as the interpretation of the data
presented to reade(dmankwaa, 2016)The vast number of qualitative researchers agree that
trustworthiness isvital in validating qualitative researdiCreswell, 2013L.eung, 2015).
Trustworthiness in thenterpreting the opinions and perspectives of various participants
is the basis ofonventionalcontentanalysis(Connelly, 2016)According to Kolbacher(2006)
A. . the strength of qualitative conteabalysis is that it is strictly controlled methodologically
and that the material gollected and]analyzed stefpy-ste (p. 14). Trustworthinessn this
study,was strengthened in the following yga (1)strict data collectiofrom 96 participants who
volunteered their response; (2) stgpstep content analysis following the eight steps outlined in
Figure 1; (3) outlining the three phases of the content anglysiscol (preparation, organization
and reortingas outlined by{Elo, Kaaridinen, Kanst014) (4) detailing the guidelines of each
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phase; (5) showing how the categories emerge from the data in keeping with the (i of
and Kyngas, 2008; Graneheigh Lundman, 2004; Vaismoradi at., 2016) and (6) having a
second researcharho codaed ard analyzd the data. All these crucial steps added to the rigor
and trustworthinesas well as removed any potential biases ftominterpretation of thelata
collected fom 96 participants.

DATA COLLECTI ON AND UNIT OF ANALYSIS

Conventional content atysisis the most appropriateesearch methodologyecause of
its relevance tohe nature of the data collect&the openresponsétem wasanalyzed to find out
the perceptions, feelings, viewand deas picipants have regarding gender equity in their
college of businesdirect quotes provide &ivid description ofp a r t i cpergeptians and
experiences regarding gender equity issues within colleges of business

The operended responses reced/fromthe study sample were collated as one running
document for analysisin order to establish andhaintan reliability (critical to establish
trustworthiness) two independent codemsorked on first, grouping all the responses to the
openended quegin anddefining theunit of analysis. Second in the organizing phase, the
coders worked orrodng the data separatelgleveloping primary and secondary themes and
clusters. The criteron was to read the data line by lined color codevhenever any paof the
data addressed gender equityurthermorein the organizingthe coders shared their themes,
doublecheckedfor coding consistengyand formed one analysis mattbee of the primary,
secondaryand latent themes that emerged from the text daain, the coders collaborated on
the final phase ofnesentation/reporting and interpreting the themes that emergadtieodata.
The procesdor coding of theopenresponsswasdeliberate, systematiand rigorousn order to
support thaunit of analysis.

The unit of analysis isan essentiacomponent ofthe conventional content analysis
process. According to Banerjee and Biag2017), theunit of analysiscomprisedihe objects of
interest in the study such as the data collected about a particatanicbrougha collection of
facts, by conducting inteiews and by analyzing documentgp. 1288) Written response
describing the perceptions of faculty members regargamgler equity ircolleges of business
theunit of analysis in this studyn keeping wth thesystematic apach to conventional cost
analysis, the researchers did much -sefiection (Bengtsson 2016; Charmaz 2014) on the
process followed. After such seflflection the researchers created the following guidelines
based on theextensve work of researcherBengtsson (2016); Birks€Chapman and Francis
(2008); Coghlan and Filo (2013); Datt (2016); Hsieh and Shannon (2005); Kohlbacher (2006); as
well as Patton (2014kFigure lpresents the guidelines
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Figure 1:Eight guidelines(G1-G8) for conventional content analysis procesthree phasés
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As seen in Figure 1, theare three distinctphases for conducting conventiomaintent
analysis (preparation, organizatjoand presentation). Each phase is further-divlded to
accommodate the eight content analysis guidelines.

PHASE 1: PREPARATION (OPEN CODING, DEFINE UNIT O F ANALY SIS)

Guideline 1(G1): Careful Preparation and Scrutiniz ation of Data

Using SurveyMonkey @ collect the datahe researchercuratedthe lone operresponse
data by countryinland, Jamaicaand the United State$able1 shows theopenresponseount
baswd onthecountry.

TABLE 1.
OPEN-RESPONSETO ITEM BY COUNTRY
Country Numberresponding to Numberrespondingo
survey openresponsdétem

Finland 66 16
Jamaica 30 10
United States 264 70
Country not identified/reported 50 o*
Total 410 96

* openresponses were not reported for participants \ttb not identify their country, because open
response findings are presented based on country.

As seenn Table 1,atotal of 96 responses were obtained from participants. There were
(16/96) 16.6% o the responses from Finland0/96) 10.4% from Jamai@, and (70/96) 72.9%
responding from the Unites StateBhe researcherexported all theopenrresponsgs from
SurveyMonkey as a PDF. This PDF was thesnverted toa workable Microsoft Word
document.The 14page word document was printed for man and srutinization Hencethe
scrutinizationof the data assured that no textual information in the transformation from PDF to
Microsoft Word was lost.

According toRyan and Bernard (2003), scrutinizitgchniqies are areas to pay close
attention to in the @a. Scrutinizing continued as the @®des conducted an initial readingy
way of subjective eyeballing (Hubet995)the responses based on the country. Therefore, the
researchexread approximate 45% of the responses from each countmgially. Eyeballing is a
subjective process that is usedita . examine casual relationships in the coded event (p. 174).
The researcherdeemed this subjective eyeballing as sufficient feg thitial stagein order to
get a sense of what participants were rsgyacross countries ianswerto the operresponse
guestion posedhis scrutinizing set the stage for defining timet of analysis
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Guideline 2 (G2): Define theUnit of Analysis

In this research, &unit of analysis isdefined asthe individual feedbdc from each
participant. 'he work of Bengtsson (2016), as well adill and ThompsorHayes (2015),
corrobordes theunit of analysis identificationHaving identified theunit of analysis, the
researchis analzed the responses. The analysis revedleel fdlowing: (1) there were 96
responses from the sample of 410 respondgiisliing a response rate of 23%, (2) 6,827 words,
(3) 100 paragraphs, (4) 389 sentences, and (S)ntde spacedrages of respwses. Erthermore,
the analysis revealethat participan t segponses ranged from three to 472 wordéth an
average of 198 word$he step that followedas developing primary groups of themes.

PHASE 2: ORGANIZATION (PRIMARY GROUPS, SECONDARY GROUPS, LATENT
THEMES, CODING CONSISTENCY)

Guideline 3(G3): Dewelopthe Primary Group(s) of Themes

The researchstread through all theesponses otependently irone sitting twodays later
after data scrutinizatioto get a full sense of the entire data set. Hsieh aad Shannon (2005)
in this stepf. . . text dataare read word for word to derive coddp. 1,279).Developing the
primary group(syvas more than eyeballing (Hub&©95) because attention was now placed on
the details as the researchieeganfi. .. pawring through texa (Ryan & Bernargd2003 p. 88)
each responsé&he researchsindependentlynarked theopenresponsg usingmultiple colored
highlighters to highlight words, phrasesdsentences It was agreed on by the researchers that
the following colorcoding would be utilized. (1) @npensabnd yellow highlighter; (2)career
advancement opportuniti@green highlighterand access to leadership rd@dslue highlighter.
According to Hsieh and Shannon(2005) during this section, coders are exfed ¢ code
informationthatstandsout as being sighcant/relevantthatcapture the primary views, thinking,
perceptions and idea$ the respondents

Simultaneously,researchers jottednformal notes and potentiatategories into the
margins also krown asmemoing (Birks, Chapman & Franci®008; Hill & ThompsorHayes
2015). This process of memoing allowed the reseasdher. to engage with the data to a depth
that would otherwise be difficult to achiev€Birks, Chapman & Francis2008 p. 69) for
exampe, through simple eyeballing.

Next, the reseaheis read and re@ead the text, making copious notes in the margins and
on the document. Continuous pawning through the text letig@adentification of repetitive
words (Ryan & Bernard, 2008)nd phases tht were coded using the same colored highlighter
The researcher continued to highlight the data as potémialordsand groups started to
emerge. For example, sommew potential goups were (abuse, lower expectations, tradition,
trust, and contgment) to name a fewThese potential groups formduktbase of the secondary
groups.

Guideline 4 (G4): Create Secondary Groups to Provide evenRicher Detail

The researchsre-read the full data set inclusive of the memos and progressed to place
(sort)resporses in respective groups and piles, then namddesnamedsome groups constantly.
Throughout this procesthe researchemoted occurring and reoccurring themes thattsd to
pop-up (emerge) from the daset (Bahn2016)related to compensatipteadeship, and career
advancementThe frequency ofthe word and phrase occurring in the margin redi@dhe
general themes that started to emefge words and phrases were furtbelor-codedagain to

52



Global durnalof Budness Discipling Volume4, Number 1, 200

solidify the groups and themes that Creswell1@0outlined, as used interchangeably with
categoriesFurthermore, Creswell defined categories [group$basad units of information that
consist of several codes aggregated to form a commoa (pe&86).Labeled as common ideas
are the themes/categes in this research. Doublehecked in the next stagare the
themes/categories.

Guideline 5(G5): Double-check for Coding Consistencyand L atent Themes

The researchercollaborated at this juncture aneViewed and reead the notes in the
margin of the respetive prinked openresponsg Also, to makecertin themesfitted in the
assigned theme/category/clustitte data were doublghecked collaborativelyCollaboratively,
doublechecking the datavas done to ensure consistency. Throughout this prottess were
keywordslater used as labekhat poppedup, and these sometimegeflected many thoughts
Thesekeywordslater became aassentiatenet of thdatentcoding scheme developddultiple
groups had some of the same responses assigned tdSttremgraips identified were (teaching
evaluations, compesation, leadership, career advancement, work/life balancegender bias)
to name a few. According tdhomas (2006)coding consistency checkse essential im. . .
establishingcredibilityo (p. 243) ofthe findings and trustworthiness of the reskaEach coder
had to assess the consistency of the coding pattern that emerged.

Guideline 6 (G6): Assess theConsistency ofCoding Employed betweenCoders

Additionally, after coding the entire databtained from the openresponss, the
researchexplacedwords and phrases under themes/categories/clusters as they emerged from the
text on thewhiteboard During this process, there wagontinued check fovalidity (code does
what it should do) and foreliabllity (consistency)When researchers weretiséied with the
consistencytheyproceededo draw irferences.

PHASE 3: PRESENTATION (DRAW INFERENCES, REPORT FINDINGS)

Guideline 7 (G7): Draw InferencesBased onGroups or ThemesCategoriesClusters

The researcherbegan drawing inferencdsased orcodes 6r the groups generated. In
this step, the resezher analyzed the groups andw themes/categories/clusters then narrowed
them down based on constantly comparing the notes and categories. The data in the general
themes/categories/clusters that egeer fran the text were later coded and narrowed dowm in
smaller more condensed cluste The three final themes/categories/clusters after constant
comparisons were dissatisfaction, distrustd societal perceptions. Constant comparisen
used in thigroces, is defined as analyzing the data, looking &oi similarities or differences
(Charmaz2014; Coghlan & Filp2013; Glaser & Straus$967;Lewis-Beck Bryman & Futing
Liao, 2004; Ryan & Bernard 2003). These similarities and differencesere usal to fam the
major themes/categories/clustdratemegedfrom the data

Noteworthy isthe factthat words and phrases similar groups were combined and-re
combined to provide the best representation of the emerged themes/categoriesfmusiers
whiteboad. For example, words and phrases suchiasrfen are expected to ammplish more;
women do more of the grunt work; whose career comes first; and boys that play and drink
together advanc@ provided the basis for the thentbissatisfaction. As thistep catinued, the
researchexr continued to identify He possible relatiohgps to gender equity as purported
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throughout the study in terms of compensation, career advangeandrdaccess to leadership in
colleges of business. One inference drandpreentedwas howmuchthe clusters/themes that
emerged syported the researchquestion(What common themes/categories/clusters emerged
from theopenresponseaegarding compensation, career advancemant access to leadership
roles?).

Guideline 8(G8): Present the Resuling ThemesClusters

Finally, the resultig themes/categories/clusters of dissatisfaction, distrust, and societal
perceptions of gender equity were used to present the fingirtge section that followsThese
findings were presented and dde esablish relevant conclusions and implicationghis study
addressing gender equity in colleges of business in Finland, Jaaraiche United States.

FINDINGS, PRESENTATION AND INTERPRETATION OF DATA

In presenting the results, the paper answbes research questior(What common
themes/categoriedicsters emerged from thepenresponsedata regarding compensation,
career advancemenand access to leadership roRsThe threeprimary themes/categories that
emerged from thepenresponseavere () dissdisfaction, (2) distrustand (3) societal perpdon
of gender equity.

Table 2.
FREQUENCY OF THE PRIMARY THEMES THAT EMERGED ACROSS COUNTRIES (N=96)

Finland(N = 16) JamaicgN = 10) United StategN = 70)
Dissatisfaction 11 =68.8% 6 =60% 60 = 857%
Distrust 9=56.3% 3=30% 45 = 64.5%
Socktal perception of 5=31.3% 7=70% 56 = 80%
gender equity

As seenin Table 2, he threeprimary themes/categories/clusters were presented in
different magnitudes across all three counties, Finldaghata and the United States. The
openresponsg received from each country were analyzed utilizing a conventional content
analysis.In keeping with thesight guidelines for conducting conventional content analybes,
datawill be presentedy countly Finland, Jamaicaand the United State3he findingsfrom
Finland are now presented.

FINLAND

ThemelCategory/Cluster # 1 Dissatisfaction

From the openresponss it was clear that somEinnish business faculty were covertly
dissatisfied with how theyvere teated based on gender. For example, one facudisber
indicated, firecruitment seems to favor young nmeffinland Participant (FP) 3] Another
faculty member provided support for the previous statement, indicéltm¢pigher positions
(tenured fullprofesor in economic sciences) the universgiil has]very few women although
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it is gradually changin@.From theopenresponsalata analyzedsome Finnish faculty members

do not overtly show their dissatisfaction wdny gender inequities becaukeyt peceive it to be
subtle or minimal and not as hduh A Finnish faculty member indicated . . 1d o ntidnk

there is explicit or malicious gender discrimination in our college . . . still, | agree that there are
sulile gendered [preference] praescthatmost women will recognize in our collegeo [FP 9]

The levels of dissatisfaction among Finnish faculty gleaned from the-emiad
response datasuggests thatFinnish business school faculty do perceive beingatéd
inequitably as it relatedo carer advancement and access to leadership/sevlies n some
collegesDistrust is thenext theme to be presented and analyzed

Theme/Category/Cluster # 2 Distrust

From theopenresponsealata, some Finnish business school faculty indicated slistru
the equitableallocation of service versus reselarbased on gender. For example, one faculty
member advanced that male faculty members generally head many committees, tend to have
women agheir deputiesand these female faculty members end upgithework, and then the
men reap the accolades. Tfasulty member indicated

. . if there are research seminars to be organised somehow it is the female colleagues
responsible for themeven if explicitly the responsibility is assigned to a maléeegiue.
After a few reminders, it seems easier to oig@it yourself than chase somebody (a
male colleague) to do it. Hence, it is easier for men to hide [from assigned responsibility],
for example become these abseminded professors/researchers the¢ albwed (and
can only) concentrate on one thingaatime. This implies that they can carve up their
space to conduct research in their little bupaiel then it is the others (i.&vomen who
need to be multitaskingFP 1]

Some faculty being douhtl that equal opportunities to advance in their casearinto
leadership positionseflected theheme of distrust-or example, a faculty member expressed

. . . our dean told our team head that the lack of tenure position is a challenge/problem
thatneedgo be overcome in case of a male colleaguse. disiif the male colleagues have

the selfevident right to advance to professorship, and this needs toedwed
@somehowd In case of womernit is assumed that they are happy where they are, in their
current position hence, this right is not therandtherefore there is no problem either!

[FP 15]

The openresponsedata provided for the second theme/catgftuster suggests that
inherent distrust still exists ithe experiences ofFinnish businesschool faculty. Finally,
presented and analyzed is theme/category/clustethesocietal perception of gender equity

ThemelCategory/Cluster # 3. SocietalPerception of Gender Equity

Finland is an advocate of the Nordic WelfaBiate's egalitarian soietal model
(Andersen, Holmstrom, Honkapohja, Korkmahson & Vartiainen 2007) Hence, Finnish
faculty members tend to believe that membershefr society as it relates to compensation,
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leadershipand career advancemeate treated equitahlyfhis view wasarticulated by a faculty
member who said

The nerits, experience and achievements of the candidate form the basis for their
compensationcareer advancement, promotion and nomination to leadership positions
etc., not their gender. Sometimes pers$dies, social networking and the character of the
canddate (e.g. ability to cooperate, be a team player, be supportive to the common cause)
canhave an influence, but again, the focus is not on the gender pEP<E]

These comments were echoed byngnathe faculty members, who perceived that
gender eqiy is not an issue that negatively impacts the Finnish workplace. Another faculty
member summarized the Finnish societal perception of gender inequity as more cdvert an
subtle. The faculty memberditatedthat

The discrimination and unequal treatmarg often of a more subtle and hidden nature in
terms of e.g. exclusion from social networks. This is more difficult to detect. Overall,
there are few full female prageors in my field; most of therre young postdocs and
assistant professoligP 7]

Overall, the theme/category/cluster of societal perception of gender equity as gleaned
from the openresponsedata did not further explain gender differences regardingtadae
compensation, career ahwemet) and leadership of business faculty, respetyivPresented
for Jamaicas theopenresponselata relating to the three themes

JAMAICA

Theme/Category/Cluster # 1 Dissatisfaction

Theopenresponséndicated that some Jamaican female facultydasstisfied with their
treatment as it relates t@meer advancement and access to leadership positions. A Jamaican
faculty member indicated

. ... achieving senior level leadership in the Universitifficult. When one looks at the
number of merand wanen in senior leadership positions, there araynvaomen but not

at the very top. There are suggestions that females generally carryout more
responsibilities at the senior level in the University andnies tend to delegate more
than the women. Fro my experience and observations, this appears to bglamaican
Participant (JP) 5]

Additionally, the data indicated that some faculty members perceive that females are
disadvantaged because of tit@oys cubo mentality within their business school. i$hview,
echoed by one faculty membandicatedfboysthat play and drink together advanceAs it
relates to access to leadership rolbs data revealed that faculty perceive the university to
be moremaledominated [JP 9] at the upper levelsvith more females in supporting roles.
Another issue ounspoken dissatisfaction gleaned from the epeded response data was the
need tobalance workload and wottkne with family and childcare responsibilities for female
faculty.
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Overall, as it relateto theme/category/cluster # 1, dissatisfaction,dpenresponsaata
did not indicate any gender equity issues as it relates to ceatpem Jamaican faculty
members perceived that compensation was not an issue related to gender because salaries are
determired by collective bargaining through unions ardtcally controlled by human resources.
On the contrary, the opeanded response @arevealedhatgender plays a role in how male and
female faculty perceived access to leadership rales advance n their career. The next
theme/category presented istdust.

Theme/Category/Cluster # 2 Distrust

From theopenresponsetem analyzed fothe theme/category/cluster, no clear indication
of distrust regarding gender equity and compensation, careencaiwant and access to
leadership rolesvere gleanedrdom faculty members in Jamaica. For examal&culty member
indicakd:

Jamaica also has far more women than men in academia, and taking of maternity leave is
normal and | have not seen where that hiededa n y o caseér advancement. There

is no digrimination for being a woman that | have perceived or that has been related to
me by any female colleague including my mother (Lecturer and Head of Department at a
tertiary level institution), my Mothkr-in-Law (Lecturerand Administrator at a tertiary

level institution) and my sister (Lecturer at a tertiary level institutipi.3]

This quote exemplified a facultyne mb eperéeption that there was no distrust
concerninggender inequities in the hness shool. The ext theme/category presented is
socetal gendered perception.

Theme/Category/Cluster # 3. SocietalPerception of Gender Equity

Jamaica is a highly patriarchal socieand as such gender roles tend to be defined. Men
are still viewed a thefihead or superior to womerand that view moreften than not impacts
how gender roles are perceived. Overall, the majority of faculty who provipedresponss
perceived that gefer inequity is not @ignificantissue in colleges of business @ndaica.One
respondent shared that

No discernable diffrences that are based on gender. In fact, women assume roles in the
University consistent with their preponderance eénrollment, graduation and
accreditation. The university is an equal opportunityplyer regarding gender. Both
genders are impacted ragiyely by relatively low compensation levels, given the
guantum and quality of output requir¢dP 7]

From the opefended response data provided, access to equitable compensation was not a
significant factor impacted by gender in Jamaican business $shétowever, some faculty
members do perceive, often covertly, that gender plays a role in how female faculty advance i
their career and access leadership positions. For exaigfdeser advancementfpnotion still
favours males and we often refer to samseadoys clubd Boys that play and drink together
advanced [JP 1] Therefore, the perception is thatalesdo advane in their careers and
leadership roles because of the gender and societal thasese look out for each other based
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on the fhiddero fraternity rule, engendered in a patriarchal society. The -ogggyonse data
relating to the threthemesgcategorie&lustes are now presented for the United States.

UNITED STATES

Theme/Category/Cluster # 1: Dissatisfaction

The openresponsedata revead that the majority ofespondentgerceived gender
inequity exists within United States business schools. THesgmritiesstem primarily from
perceived inequitable compensation, access to leagderstes and opportunities for career
advancement basedn gender. Faculty members indicated thatore often than not,
discrimination is subtle and therefore becomes difficufirtive. One faculty membg@oignantly
summarizes the dissatisfaction feltrioany faculty membersn the United States.

The bias issubtle, in the form of who is granted respect when speaking up, who is
listened to, and what sorts of claims are regardetegitmate. The norms against
speaking out when some part of a processnigiuae very strong[United States
Participant (USP) 12]

Another issue found in the data that supports the dissatisfaction theme is the impact of
gendered student evaluations of faculty members. The data revealed that many faculty members
perceived thiestudentsrate female faculty lower than malesd trat impacts their overall rating,
compensationand career advancemerithe use of gendered evaluations impacting faculty
me mb econspénsation and career advancemwas presented in the data as sigaift,
especially for schools that place a high premamrieaching. For example,

One of the challenges that | see for women in colleges of business is that they are
routinely rated lower by students in their teaching evaluations. Since my schoohtakes t
teahing evaluations very seriously, women are albvaglisalvantaged in their
performance evaluations and pay raises as a rgd6ie. 32]

As indicated by this quote, there is the perception, timatgeneral female faculty
members were rated lower thamalesby their studentsLower performance ratingseault in
females having lower overall compensation and career advancement, especially in schools of
business that place a premium on teaching.

Having equitale maternity/family leave policies and proceds wa another area of
common dissatisfaction amongnited States business school faculty members. The data
revealed that many femalacultieswere leery inaccessingnaternity/family leave because they
were fearful of the negative impact taking suelisencewould have on their career. The
sentiment expressl by one faculty member reflected the general feeling of many business
school faculty members in the United Staftes. there is a culture that thinksveman may not
be serious if she takes leawfJSP 2]

From theopenresponsalata, he issue of inagjtable compensatiois a crucial driver of
perceived inequitable treatmemhpacting female facultymembers Simply put a faculty
member saidi. . . compensation is not transparent. The last pagaser Igot was because |
accidentally saw what a new fe] lecturer was being paid and it was more than | was being
paid after 20+ years[USP 44] Overall, as it relates toigbatisfaction (theme # 1), the open
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ended response data indicated that gemdpactedequitable compensation, access to leadership
roles and career advancement of business school faculty members in the United States. The next
theme/category presentedlistrust.

Theme/Category/Cluster # 2 Distrust

From theopenresponsedata aalyzed it was found that the majority of faculty who
provided openresponsdeedback had some level of distrust regarding equitable compensation,
access to leadership roles and opportunities for career advancement in their business school. The
distrust wa not elated to just female faculty but also male fgcwho felt they weraunfairly
treated because their college pladi#édo muchd focus on women. As one faculty member
indicatedf. . . my university favors women, periodUSP 62] On the other hand, amy fenale
faculty members indicated they did not trtlsir collegesystem to treat them equitably. They
also indicated they were fearful of repercussions to their career if they made their angsts towards
the system known. For example, a faculty memhanmarizd the inherent distrust many
faculty members f in the folloving quotation.

Discrimination is not oved it is subtle. Women and people of color are not heard. Any
suggestion that discrimination might have occurred is treated as if the indimdualg

the allegation is some kind of traitor to thaitkrsity. Investigations at ¢hUniversity
level are designed téprotecd the University, not to find out whether discrimination
actually took place. From the perspective of the top University astmatos,
discrimination never has and never will ocat this University. Theyd o nwart to
addresproblemsithey want to whitewash therflSP 42]

From the responsewllected and analyzedt was found that many faculty members did
not trust that cilege leadership (Deans, ChailBjrectorg to make gederequitable decisions
regarding the value of service, teaching and research. This perceptiaptlyasimmarized by a
faculty member who indicated, . . there seems to be a double standard riegg(il) teaching
evaluations, (2) expectahs for pubication, and (3) expectations for service with respect to
gender. Similar behaviors from male colleagues are perceived/rated différgo8i. 3]

In contrast, some faculty members were also diststincdlege leadershigrom a
different perspective These faculty members perceived there were. a clique of women in
charge . . . [who] seem to take care of their @§.SP 52] In other words, perspectives were
divided regarding trust in college$ busness.

Overall, as it relates to éime/categoryt 2, distrust, the majority of faculty responding to
the openresponseitem perceived they are dealt with inequitably as it relates to equitable
compensation, access to leadership raes career adancemeh This negative perception of
inequities basewn gender reflects a sense of distrust by the majority of respondents. The next
theme/category presented is societal gendered perception for faculty members in the United
States.

Theme/Category/Cluster # 3. SocietalPerception of Gender Equity

Societal gerceptions of gender do impact how males and females are perceived and
ultimately treated. Thepenresponsalata revealed that the majority of respondents perceived
that women were treated inequitablgcaus of howa malecentric business school enviroam
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perceives themFor examplefrom the data analyzedhe words of a business school faculty
member provideé a strong sense of how gender equity was perceived.

Men are more likely to have endowedbas.Men whod o rpérform as endowed chairs
keep then, earning tens of thousands (for some $100k) more than others. No women
have endowed chairs, despite better performance W) me nsgholarship and
publication outets are devalued, which affects thigility to earn tenure or be promoted.

3) Male dominane is unrecognized, even by some women, who buy into the only
publications in certain venues are valuable chafat&P 27]

Comments such d@hose aboveeflect thegeneral views of some faculty meméen the
data analyzed from thepenresponsse. The da further revealed that many faculty members
perceived they were unfairly giveand in many instances, they inadvertently took on more
administrative or service work than their counterparts. Respavifiesdentifiers showed that
some female faculty memise suggested that taking on more service activity such as being
advisers for cdége clubs and societies as well as leading community outreach prepets
only to hurt their chances for tenure/pmtion. In the words of a business school faculty
fwomen tend to take on more administrative responsibility than men. This damagesatkers
as service is not rewarded in the same way as reseHIS$P 5]

Another societal gendered perception foundh@open-responselata was reflected in
the view that eme faculty were treatedifferently based on gendefhe findings indicate that
based on gendesome faculty members were often treated differently as it relates to being
included in social events dractivties. The gendered treatment of business fgculas aptly
summarized by a female faculty as

... my (male)epartment chair plays golf with all of the (male) professors and did not
even think to ask if | play golf or to invite me when | startede. The department also
hosts golfing events with o.ccommunity business partners, which ends up excluding all
of the women in our departmefitySP 10|

Views like those articulated above westandardin the data analyzed from thapen
responss. Overdl, asit relates to theme/category # 3, societal petioa of gender equity, the
openresponsedata was useful in gaining a better understanding of the impact of gender on
equitable compensation, access to leadership roles and opportunities for ceseeemeat
explored in this researciihe issue of ineqty in colleges of business can be sawsitin
t o d agedpslitical contextMultiple implications needo be clearly understood in ordey
deconstruct gender inequity finallimplications for redcing ard eventually closing the gender
equity gap are wlined in how they inform policy decisis going forward in colleges of
business.

IMPLICATIONS FOR POLICY AND PRACTICE IN COLLEGES OF BUSINESS

Equitable compensation, access to career advanceoppuartwnities, and leadership
positions continue to ke critical factor that is advanced lBsearchers the literature regarding
male and female faculty/acadens@aff (AAUW 2016& 2018 Report; AACSE2014) Report;
Curtis 2011). Theopenresponsedataobtaired and analyzed from business faculty/academic
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staff in Finland, Jamaica, and the United Stateggesdissatisactionwith how they are treated
by fellow faculty/academic staff, including those at the leadership levels, based on géisler.
dissdisfacion has ledo manyfaculty member&xhibiting distrust regarding equitable treatment
in the businessacademy Our findings further indicate thdemale faculty members percedre
that sincehere arenore male than female faculty members irdérahp postions in colleges of
business across the thremintries males tend to be treated equitably, compared to fenTdies.
finding is supported by theork of AACSB 20187 19 Staff Compensation and Demographics
Surveyi Executive SummaryBusiness SchadData Guide, 2018 aswell as other literature
reviewed.

This finding implies that even though in Finland, Jamaica, and the United States,
legislation and policies have been enacted to assure females have equiteddet@gabs and
opportunities, basedn ther human capital femalesstill lag behind malesThe academic
staff/faculty members forcefully express dissatisfaction with the inequitable perceived treatment
in the verbatimopenresponsg provided. Academic aff/faculty me mb aissatidfactionwith
their treatment in colleges of business @ continuesto enculturea climate of distrust
towardsadministrator§Deans, Chairs, Directors) and colleagues. This distrust is reflected in the
perception thatvorkload for research, access to resosr@nd use of teaching evaluations to
determine tenurpfomotion is inequitable, based on gender.

We imply that at the policy and practicelevels in colleges of businesas well as
stakeholders/legislators at the country and university leeeldto reexamine and redefine
current Equal Employment OpportunitfeEO) mandates Following such redefinition,
policymakersneed todetermine necessary changes that will positively impact female business
faculty access to leadership roles, equitable compensatiwcaree advancement opportunities
that reflect their bman capital. Crafting policies that lead to acceptablecies and practices
that placea specific focus on providing opportunities for more females to access leadership
positions will be a step inhe righ direction. Policies should include provision®r paid
maternity leave withoud negative impacb n  t h e tdn@eraad peomdion clockhe more
females in positions of leadership gmalicymakingwill provide botha realand psychological
boost towomenadvancinghrough the pipelinéo leadersip roles

Often perceptiorreflecs our realities. Hencegcadenmt administrators and policymakers
in higher education need to establsife spaces or forums that allow the unfettered voices of
acadenic stdf/faculty members Having a seat at the provabtable isespeciallycritical for
those in the junioranks especially femaleso share theithopes,fears, apprehensionand
expectationgegarding gender equity within the acadenmyessencethese wices oughto be
sought anancouraged ieverypolicy discussion.

CONCLUSIONS

Conclusively, we set outo examinegender equity in schools of business being a
perception or a reality by analyzitige relationship between gender equity compemsataeer
advancemeniand leadership. We fourallackof gender equity from this conventional content
analysis. Evidence showeldere weregpowerful connections between gendard thedistrust &
well asdissatisfaction as it relates tompensationgareer advacementand access to leadership
positions in ©lleges of business in Finland, Jamaiad the United States. From the analyisis

61



Global durnalof Budness Discipling Volume4, Number 1, 200

was also clear that cultural norms play a significant role in the perceptions of gender equity
across the thresountries Finland, Jamaicaand the United States.

Gende inequity persistshroughout the broadesociety and its impact in colleges of
businesses ifar-reachingas these business schools have the enviable task of preparing students
who will likely be the busiress leaders of tomorrow or future facuftbyembes. This research
findings suggest the need fntensefocus in terms of policy and practice for fixing or providing
equity for current gender inequitiess is reflected in the perceived implicit ofpécit biases
toward females over maléa the academy Many of the inequities elucidated in tlopen
responsg provided by academic staff/faculty are the direct or indirect results of traditional and
entrenched male hegemony, as reflected in culturahsior

The meaningfulchange would require placing greatemphasis on societal norms,
values, moresand beliefsthat shape each individual. Hence, placing greater focus on
deconstructing societal perceptions from the formative years, that women areaessr th
unequal to men would ban excellenfirst step n eliminating the implicit and eventually the
explicit bias that leads to gendeequity. This deconstruction of entrenched societal and cultural
norms must begin in the formative years for both mates$ fanales. The findings of our study
indicate perceied unequal treatment by gender should inform legisiatmlicies and other
measures that seek to change cultural, institutiaral personal perceptions regarding gender
equity. In this area of geder eqity, not only in colleges of business but ih ateas of life,
critical attention is neededror decads women have fought and won many battles of inequity
and are now able to vote and have access to education and jobs. Now ifi @enfy more
need to be done to enriddnddeepen understandingsllowed by appropriate actions in order
to break downthe barriers of gender inequity established in classrooms, scholarship,
boardrooms, institutions of higher education, as well as ibrbederprivateand public sectors.

LIMITATIONS OF THE STUDY

First, data for this study were collected from a geographically dispersed population
spanning two continents and three countries, Finland, Jamaica and the United States. The use of
surveys to collect wplitaive data from this disparate population resultedogistical issues,
which negatively impacted the overall response rate of the surveys. Collecting data from
business faculty in Finland, Jamaica, and the United States proved to be extremetgicigalle
It required the researcher to make consistentamdwith college administrators and colleagues
in these countries soliciting help to encourage other colleagues to complete the gender equity
guestionnaire. Since the data were collected from thudteiraly diverse populations, the
findings may only begenealizable for these three countries or for populations of business
faculty members in geographically and culturally similar environments.

Seconda major limitation of the study is that a conwarti sarple is used to collect the
data. Asking colleages aml college administrators to encourage business faculty to complete the
survey questionnaire may have led to biased results. To mitigate the likelihood that faculty
would feel uncomfortable respang horestly to the open response item because ofdbece
the survey was sent to listservs. In addition, no follgmsurveys were sent directly to business
faculty. Internal and external validity of the survey was maintained during the data collection
proces by not storing and using any identifying datalusive of IP addresses. Hence, the
researchers were not able to identify participants who did not attempt or completed the open
response item. Not being able to send reminders directly to respsnaaidid not complete
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the questionnaire, negativeljmpaced the completion and the overall response rate. As a result,

the overall response rate was 27.3%. Such a response rate may have negatively impacted the
overall power and effective size of theagarch therefore increasing the risk of making incotrec
predictions.

RECOMMENDATIONS FOR FUTURE RESEARCH

Findings from the study suggest further study focusing on three key areas.

(1) Increasing the population of business faculty in each geographiardgiswould involve
including faculty from at leashtee additional Nordic States such as; Norway, Denmark, and
Sweden as well as the United Kingdom. Also, including faculty froneastltwo other
colleges of business in Jamaica and adding in colléges Caibbean states such as
Barbados as well as Trolad and Tobago. Adding these countries and business schools will
lead to a larger population and one that is more representatigeogiaphical and the
cultural environment. Additionally, increasinget numler of colleges of business in the
United Statesvill lead to a more representative sample and results that are generalizable to
that population.

(2) Collecting both quantitative andualitative (interviews) data regarding business faculty
me mb e r ®@iongok gemder equity relating to compensation, &atip and overall
productivity (service, teaching and research). Additionally, utilizing the mixed methods
approach of utilizing gestionnaires along with structured and unstructured interview
protocd will likely lead to more reliable and generalizabksuits. Understanding the
perceptions of business faculty members using the gender lens (perspective) will help to
inform and possly provide recommendations for policy and practice as it relatesrtdeg
equity in colleges of business.

(3) Replicate the tady in other disciplines with diversified groups at the national and
international levels. This diversification will lead to gexageneralizability across fields of
study and cultures.
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MILLENNIALS: FACTORS THAT INFLUENCE THE
JOB SEARCH AFTER COLLEGE GRADUATION

Jenifer Skiba, Missouri State University
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ABSTRACT

There has been mucHiscussion about generational differences in the literature.
However, this discussion has mixedws of what employers can expect from the Millennial
generation in the workforce. As the Millennials graduate from college, or seek out employers
and pursue atisfying careers, employers want to know how to get their attention, how to secure
their employrent, and how to keep them. Based on a survey of 747 Millennials and non
Millennials, the authors sought to answer these questions. Significant differenceserbetw
Millennials and norMillennials were found in both the job seeking process and in the gh its
Within the job seeking process, some of the key findings are that Millennials are more influenced
by their friends and associates, tend to more signifiggadge a company on its social and web
presence, and are more likely to accept the first jiflerahey receive. Millennials are also
looking for a job that is innovative and exciting, with a caring supervisor who provides feedback.
The authors also foxd some gender differences among the Millennial group.

INTRODUCTIO N

The landscape of the Unit&tates workforce has been changing over the past decade as
the Silent Generation and Baby Boomers retire and younger workers flood the wofkferce
Hauw & De Vos, 2010; Twenge, CampbdHoffman, & Lance, 2010)Research generally
agrees that there are threeique generational grougbat dominatehe Americanworkforce
today( Bect on, Wal ker , & Jones F aAlhoagh time2oé€rihds ; Cal
and labels may varghese generational groups ayeically identified as Baby Boomers (born
between the early 1940s and riigi60s), Generation X (born between 1965 40680), and
Millennials (born between 1981 ar2d00. Managers struggle to bring these three generations
together, as each group purportedly hagjue beliefs, work ethics, values, expectations, and
attitudes that they bring into the workpla@eg., Calk & Patrick, 2017; Kupperschmidt, 2000;
Macky, Gardner, & Forsyth, 2008Ylany managers, and researchers alike, agree that there may
be a negative impact on organizations if thedéemdinces are not recogniz€Becton et al.,
2014)

Millennial college graduatefirst entered the workforce in0@4 and will continue to
enter throughapproximately2022 (Hershatter & Epstein, 201L0As of 2016, Millennials have
taken over as the largest generational group in the United States wor(iorc2018; Gong,
Ramkis®on, Greenwood, & Hoyte, 2018)\n analysis by Pew Research Center indicates that,
as of 2017, 35% of the American workforce were Millennf{&ly, 2018) In 2018,according to
the International Labour OrganizatiofOrganization, 2018)that percentage increased to
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approximately43% (age range 020-39, roughly equivalent to the Milleral age at that time).
This shift i n workforce has given Millennial s
(De Hauw & De Vos, 2010, p. 293; Twenge et al., 20Hpywever, Millennials are the least
undersood generation in the workpla¢@alk & Patrick, 2017)

Millennials are often viewed as ackie lot who are very mobile, espally when it
comes to employment. In the early stages of their careers, Millennials have not shown a
commitment to their organizations over the ldagn (Calk & Patrick, 2017; Lacaster &
Stillman, 2002)and have been said to lack loyalty and work e{Marston, 2009 Myers &
Sadaghiani, 2010)rhis may cause leadership voids in the future, unless organizatioteaoan
to change and agt to the younger workforcandrecruit, motivate, and retaithese potential
leaderg(Calk & Patrick, 2017)As Millennials continue to enter the workforce, there is concern
about how their dispositions and tendencies will impact their organizatmoltobeaguegGong
et al., 2018; Myers & Sadaghian)T0)

THE MILLENNIAL COHORT

The concept of a generat@rdifferenceds not new. Thedeathat generations differ and
that they have a significant impact on other generations, and society in géw@asrbben
discussed byasearchers ianthropology,sociology, andsocial psychology(Becton et al., 2014;
Hung, Gu, & Yim, 2007)or a long time A generationor cohort, is typically made up of a
group of individuals who are similar in age and location, and whe lexperienced similar
significant historical and social life even{Becton et al.,, 2014; Calk & Patrick, 2017;
Kupperschmidt, 2000)These experiences shape their attitudes and belief<raate gaps
between germrations.

As a cohort, Millennialsglso known agseneration Y) have been identified as the most
educated, weltraveled, and technologically savvy generation ¢@ampton & Hodge, 2009;
Gong et al., 2018)They have grown up with computers, in a world of the Internet, technology,
smart phonesand social mediarhey are independent, and are thest diverse generation in
terms of race and ticity (Becton et al., 2014; Crampton & Hodge, 2008 such, they tend to
value diversity and chang®lillennials are also said to be socially consci¢@estanza, Badger,
Fraser, Severt, & Gade, 2012)ighly cynica) narcissistic(Twenge et al., 2010)verly self
confident and selabsorbedCalk & Patrick, 2017; Myers & Sadaghiani, 201@) common
stereotype of Millennials is thahe¢y have a sense of entitlement, perhaps stemming from the
supportive and protective environment created by their parents (typialy BoomersjGong
et al., 2018)

At work, Millennials value positive reinforcement, autonorapd teamwork(Calk &
Patrick, 2017) They have a strong desire to succéBdcton et al., 2014)value flexibility
(Cramgon & Hodge, 2009)andprefer meaningful workDe Hauw & De Vos, 2010)They seek
open communicationna constant feedbacfCrampton & Hodge, 2009kocial connections at
work (De Hauw & De Vos, 2010; Macky, Gardner, Forsyth, & Cennamo, 2G0®) caeer
advancemenfDe Hauw & De Vos, 2010; Wong, Gardiner, Lang, & Coulon, 2008gy value
mentoring and trainingDe Hauw & De Vos, 2010; Sturges, Guest, Conway, & Dave@2p
However, Millennials are also said to be distrustful of organizat{Beston et al., 2014)less
committed to work(Crampton & Hodge, 2009)and have high expectations for wsife
balancgDe Hauw & De Vos, 2010)
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The research on Millennial work/career habits is mixed, at best. In some studies,
Millennials are quick to hop from one job to the néRtalk & Patrick, 2017; Solomon, 2000)
Other research shows that this lack of loyalty may be a sign of the economic times or their
age/stage in lif¢Buckley, Viechnicki,& Barua, 2015; @lk & Patrick, 2017)Ng, Schweitzer
and Lyons (2010jound that Millennials place theighestimportance on individualistic aspects
of the job. The authors also note thatl®hhials have realistic expectations regarding salary and
their first job, but seek rapid advancement and meaningful life outside of imogkamining
workplace motivationCalk and Patrick (2017pund that Millennial workersre motivated by
basic needssuch as pleasant working conditions, more leisure time, and increased daégry. T
also have alesire for belongin@r social relationships at warlandseek actualization through
challenging and meaningful work.

Understanding and adapting to Millennsabrkplace motivation carbe a source of
competitive advantage for organizatiomstt are successful in this endeay@alk & Patrick,

2017; Lancaster & Stillman, 2002As such,this research addresses the following research
guestions: What factors do Millennials deem to be important when dewimgj potential
employers? What factors influence a Millennial to select one compsaey another? What
factors i mpact a Millennial b6s desire to stay
employer down the roadFlow do all of these factors diifebetween Millennials and nen
Millennials?As Rigoni andAdkins (2016)found, companies trying to attract Millennials have to

make it easy for the prospects to cke them over thvrecompetition.

METHODOLOGY

The impetus for this research came whdacal busiress persarwho served as a client
to a markdhg class at a Midwesmniversity, expressed an interest in identifying the best way to
recruit and retaiMillennials for employmentThis served as a basis fibre research questions.
In order to answethesequestionsthe researchegan with a series of focus gresiyle meetings
between the students and professor of the marketing class. The goal was to identigt¢ab
attributes thaMillennials would consider when selecting an employer. At the complef this
process, @otal of 41factorswere identified, asndicatedin Table 1(Appendix) Each of these
factors were turned intquestions measured using-point Likert scales ranging frorstrongly
disagree(1) to strongly agreg5), that would be sed in a surveyQuestios regarding age,
highest level of education, gender, if the respondent has children, area of educational
background, area currently working in (or desire to work in), income, and the state of residence
were also included. The sugvevas created on Surveydvikey. The students and professor then
used their social media contacts to send the survey link tavbiiémnials and nofMillennials,
in order to understand differences between the two groups

RESULTS

A total of 815 responsewere received747 of which wereusable. Theremaining
responsesvere not included because the surveys were not completed. The sample was 66.5%
female.Respondents were of various ages, \aijle rangesf 181 24 (62.0%, n = 463), 2634
(14.9%, n = 111)357 49 (10.6%, n= 79), 50i 64 (10.8%, n = 81) and 65 and over (1.7%, n =
13). The age groups of 1824 and 25 34 are usetb represent the Millennial generation. This
group madeup the majority of the respondents (76.9%, n = 574). Most of the reéspzndid not
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havechildren (72.3%, n = 540Y.he majority had some collegxperienc€59.3%, n = 443) or a
bachel ordos degr ee eductiodl gckgroundbeinglv&i8d) The mostt h
commonbackground wagusiness (33.1%, n = 247fpllowed by education (15.9%, n = 119),
arts and letters (14.2%, n = 106) and medicine (11.4%, n =E#%)cational background
corresponds to the area in which the respondents currently work or desire to work, with the most
common being business (35.5%, n = 265),catlan (16.3%, n = 122), arts and letters (10.8%, n
= 81) and medicine (14.5%, n = 108). Household income ranges were across the board, with the
majority being below $49,999 (52.9%, n = 395). Household income ranges were as follows:
below $25,000 (32.7%, & 244), $25,0011 $49,999 (20.2%, n = 151), $50,000$74,999
(16.9%, n = 126), $75,000 $100,000 (13.5%, n = 101) and more than $100,000 (16.7%, n =
125). Respondents reported that they lived in one of 24 states, with the largest peroegrg
from Missouri (84.5%, n = 631).

A new variable was createt¥illennials, to separate age groups into eitkigfennials
(M) (ages 184) or nonMillennials (NM) (ages 35 and older). Oweay ANOVAs were run for
all 40 items representing job attitude, job selectjoh,influences and location (See Table 1).
Seven items from job attributes were significant. Millennials were more likely to accept the first
job offer they received, if they perceived it to be a good thram nonMillennials (F = 10.29, sig
= .001,M mean = 3.72NM mean= 3.44). Millennials were also more likely to be flexible
regarding job location (E 87.04, sig. = .000/1 mean = 3.41NM mean = 2.47), to look for job
security (F = 14.91, sig. = .008) mean = 4.31NM mean = 4.01)andto look far flexible
scheduling/work hours (F = 3.80, sig. = .0mean = 3.88NM mean = 3.71)Millennials feel
it is importantto find a social (F = 83.86, sig. = .00@, mean = 3.69NM mean = 2.86) and a
fun work environment (F = 40.11, sig. = .000,mean =4.19, NM mean = 3.71), and to have a
supervisor/employer who really cares about them (F = 21.65, sig. =M0@tkan = 4.29NM
mean = 3.93yersusnonMillennials.

Table 1
JOB SELECTION CRITERIA FOR MILLENNIALS
Survey Results and Analysis
ltem Mean F-Stdistic Millennial Non-Millennial
(Sig.) Mean Mean
Job Attributes
| would probably accept the first job offer 3.66 10.29 3.72 3.44
received, if | perceived it to be a good one. (.001)
I am flexible regarding job location. 3.19 87.04 3.41 2.47
(.000)
Job security is something | look for in a job. 4.24 14.91 4.31 4.01
(.000)
Flexible scheduling/work hours is something 3.84 3.80 3.88 3.71
look for in a job. (.052)
| would sacrifice some salary for more paid tif  3.42 22 3.41 3.45
off. (.641)
Being in a social work environment is importa 3.50 83.86 3.69 2.86
to me (meeting after work, celebrating togeth (.000)
having sports teams after work, etc.)
A fun work environment is something | look for. 4.08 40.11 4.19 3.71
(.000)
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Table 1
JOB SELECTION CRITERIA FOR MILLENNIALS
Survey Results and Analysis
Item Mean F-Staistic | Millennial Non-Millennial
(Sig.) Mean Mean
Having a superviséemployer who really care 4.21 21.65 4.29 3.93
about me is something | seek in a wq (.000)
environment.
| want to do a variety of different things on n  4.05 .16 4.06 4.03
job. (.686)
I would sacrifice some salary fochallenging 292 .34 2.94 2.89
work experiences. (.559)
Job Selection
The work location (city) is very important to me, 3.77 2.78 3.74 3.88
(.096)
The internal work environment (décor, cubi 3.26 3.52 3.30 3.13
design of workspace) is important to me. (.061)
| want there to betber people close to my ow 3.51 87.36 3.67 2.97
age in my work environment. (.000)
Being able to live close to my workplace 3.83 3.16 3.86 3.72
important to me. (.076)
I want a supervisor who provides a lot 3.88 24.03 3.96 3.62
feedback. (.000)
Having an employer who is engaged in f{ 3.55 3.76 3.59 3.42
community is important to me. (.053)
Access to volunteer opportunities through work 3.17 7.70 3.22 2.97
important to me. (.006)
Access tonetworking opportunities through wor 3.77 58.51 3.91 3.29
is important tame. (.000)
My family is a key influencer in the job | have (i 3.55 16.35 3.44 3.88
hope to have). (.000)
My professors/university are a key influencer 2.92 28.76 3.04 251
the job | have (or hop® have). (.000)
Social mediad a key influencer in the job | hay 2.36 3.13 2.40 2.24
(or hope to have). (.077)
Job Influencers
An organizationds web 3.21 2.43 3.25 3.10
the job | have (or hope to have). (.120)
Friends/associates are a key influeriogthe job | 3.46 12.23 3.53 3.22
have (or hope to have). (.001)
| judge a company by its social media presence 2.69 16.70 2.79 2.38
(.000)
| judge a company by its web presence. 3.09 34.57 3.24 2.63
(.000)
Salary/wage is the most important consideraf 3.19 .04 3.15 3.32
when taking a job. (.082)
Benefits are the most important considerat 3.37 13.16 3.29 3.62
when taking a job. (.000)
Potential growth/learning environment is timest 3.87 4.02 3.90 3.75
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Table 1
JOB SELECTION CRITERIA FOR MILLENNIALS
Survey Results and Analysis
Item Mean F-Statistic Millennial Non-Millennial

(Sig.) Mean Mean
important thing when considering a job. (.046)
Location is the most important consideration wh 3.19 5.62 3.14 3.36
taking a job. (.018)
Having a job| perceive to be innovative ann  4.05 29.56 414 3.74
exciting is important to me. (.000)
Being able to express my creativity on the jok 3.94 5.04 3.99 3.79
important to me. (.025)
Location
Living in a large city (million plus area) i 2.45 30.45 2.59 2.01
important to me. (.000)
A diverse culture (different lifestyles, ethnicitie 3.18 32.27 3.31 2.74
etc.) is important to me in choosing somewhel| (.000)
would want to live/work.
A robust arts community is important to me 2.86 4.37 291 2.69
choosing somewhere | would want to live/work. (.037)
Outdoor/nature activities are important to me 3.61 412 3.66 3.45
choosing somewhere | would want to liveftk. (.043)
A multi-faceted downtown with shopping, eatil 3.51 30.89 3.64 3.10
and entertainment activities is important to me (.000)
choosing where | would want to live/work.
Having sporting events is important to me 3.01 5.79 3.08 2.81
choosingwhere | want to live/work. (.016)
A low cost of living isimportant in choosing 3.70 317 3.69 3.73
where | want to live/work. (.573)
Feeling safe is important in choosing where | w 4.33 1.62 4.35 4.26
to live/work. (.204)
A short commute time to work is important i 3.78 1.02 3.77 3.85
choosing where | want tove/work. (.312)
A good school system is important in choosi 3.77 6.99 3.70 3.97
where | want to live/work. (.008)

Seven items from job selection were also significdfillennials want there to be other
people close to theage at work (F = 87.36, sig. = .000, M mean = 3.67, NM mean = 2.97) and a
supervisor who provides a lot of feedback (F = 24.03, sig. = .000, M mean = 3.96, NM mean =
3.62) compared to neMlillennials. Millennials also rated having an employer who is ergjage
the community (F = 3.76, sig. = .053, M mean = 3.59, NM mean = 3.42) and having access to
volunteer (F = 7.70, sig. = .006, M mean = 3.32, NM mean = 2.97) and networking (F = 58.51,
sig. = .M0, M mean = 3.91, NM = 3.29) opportunities through worknase important when
looking for a job than neMillennials did. Millennials indicated that they were neutral in their
opinion that their professors/university are key influencers in selectinglthiey have (or hope
to have) (F = 28.76, sig. = .000, Mean = 3.04, NM = 2.51), whereas r@lilennials were less
likely to be influenced by professors/university. Ndillennials indicated that their family is
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more of a key influencer in job selectittran Millennials did (F = 16.35, sig. = .000, M mean =
3.44 NM = 3.88).

Eight items of job influencers were significant. Thllennials indicated that their
friends/associates are key influencers in the job they have (or hope to have) more so than the
non-Millennials (F = 12.23, sig. = .00M mean = 3.53NM mean = 3.22). Millennials are more
likely than nonMillennials to judge a company by its social media (F = 16.70, sig. = MO0,
mean = 2.79NM mean = 2.38) and web presence (F = 34.57, sig. 5 Mdd@ean = 3.24NM
mean = 2.63), though social media less &or Millennials, a potential growth/learning
environment (F = 4.02, sig. = .048, mean = 3.90NM mean = 3.75), a job they perceive as
innovative and exciting (F = 29.56, sig. = .000,mean =4.14,NM mean = 3.74), and being
able to express their ctdaty (F = 5.04, sig. = .025M mean = 3.99NM mean = 3.79) was
more important to them than for ndfillennials. NonMillennials viewed benefits (F = 13.16,
sig. = .000M mean = 3.29NM mean =3.62) and location (F = 5.62, sig. = .0N8,mean =
3.14,NM mean = 3.36) to be the most important consideratidren taking a job.

For location, there were seven significant items. Millennials found living in a large city
(F = 30.45, sig. = .00y mean= 2.59,NM mean = 2.01), a diverse culture (F = 32.27, sig. =
.000,M mean = 3.31NM mean = 2.74), a robust arts community (F = 4.37, sig. = MI3%iean
= 2.91,NM mean = 2.69), outdoor/nature activities (F = 4.12, sig. = B4Bjean = 3.66NM
mean =3.45), a multifaceted downtown (F = 30.89, sig. = .000,mean = 3.64NM mean =
3.10) and having sporting events (F = 5.79, sig. = .DMLfean = 3.08NM mean = 2.81) more
important for choosing where they would live/work than 4hbilennials. Havever,living in a
large city and a robust arts community were not as important tMilhennials as the other
attributes. NorMillennials rated a good school system (F = 6.99, sig. = ROB&)ean = 3.70,

NM mean = 3.97) as more important to them in chaps/hae they want to live/work than the
millennials.

To delve further into the Millennial responsdsgeperanalysis was performed identify
if there were any differences between males and femahes.data was divided so only the
Millennial caseswere sele@d. A oneway ANOVA was run for all items with the factor of
gender. Significant differensevere found based on gender. Males indicated they were more
flexible regarding job location (F = 9.14, sig. = .003, male mean = 3.61, female mean,= 3.31)
that acces to networking opportunities through work was important (F = 8.04, sig. = .005, male
mean = 4.06, female mean = 3.84), that a potential growth/learning work environment was
important (F = 7.61, sig. = .006, male mean = 4.05, female mea®3r&hd havig sporting
eventswasmore importanto themwhenchoosing where they wanted to live/work (F = 19.25,
sig. = .000, male mean = 3.42, female mean = 2.91) than females. Females indicateztdhey
more likely toaccept the first job offer they reiwed if they perceived it to be a good one (F =
9.05, sig. = .003, male mean = 3.55, female mean =.3Rpales also indicatetthat job
security (F = 8.19, sig. = .004, male mean = 4.17, female mean = 4.38), flexible scheduling/work
hours (F = 4.15, sig= .042, nale mean = 3.77, female mean = 3.94), having a
supervisor/employer who really cares about them (F = 10.06, sig. = .002, male mean = 4.13,
female mean = 4.37having access to volunteer opportunities through work (F = 5.83, sig. =
.016, male maa = 3.07, €male mean = 3.30and that feeling safevere moreimportant in
choosing where they want to live/work (F = 13.95, sig. = .000, male mean = 4.17, female mean =
4.44) than males. Males were neutral on the importance of having a robust arts dgminere
they lived/worked, whereas females considered it less important (F = 3.70, sig. = .055, male
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mean = 3.05, female mean = 2.84). Living in a large city was not important to either gender,
though less important to females (F = 7.83, sig. = .00% makn = 2.9, female mean = 2.48).

DISCUSSION / MANAGERIAL IMPLICATIONS

The primary goal of this research was to investigate the factors that Millennials deem to
be important when looking for their first job out of colledée results show that there are some
differences between Millennials and Alflilennials in what they a looking for from a job and
the location in which they live and wo/hen seeking a joiMillennials are influenced by their
friends and associates in what job they pur3ims may stem fnm their having grown up in a
world of social media, where obtang opinions and recommendations is both easy to do and
socially acceptableMillennials alsojudge a company by both its social and web presence.
Millennialsar e consi derethafdingi galowmawuipvesn, dera of
(Gong et al., 2018; Hershatter & Epstein, 20183 such, theylikely perceive a greater fit
between themselves and an organization that effectively uses sedia amd the web. In other
words, there is a match between their communication stggsecially if the organization
supports employee social media y&#o, Park, & Ordonez, 2013Managers seeking to hire
and kep Millennials should make sure their social media policies line up ighperspective.
Millennials are more likely to accept the first reasonable job offer made to ttiem nonr
Millennials woul, buttheyarelooking for flexibility in their work hoursAlthough tis wastruer
for females than maleshis finding is in line withNg et al. (2010who found that Millennials
were realistic when thinking about their first job, but quickly selaacement. This means that
managers not only ed to provide a first offer that is attractive and will bring the Millennial in
the doors, but they also need to highlight the path to advancement. In addition, providing flexible
hours helps to bring abouhe worklife balance and autonomy that Millennials expect in their
lives (De Hauw & De Vos, 2010; Macky, Gamer, Forsyth, et al., 2008)n choosing the
location where they would live and work, they are flexilighe location of theop but seek a
location with a diverse culture, a robust arts community, outdoor/nature activities, sporting
events and a muitaceted downtown.

For the job itself, Millennials are looking for a job that is innovative and exciting in
which they can express thaireativity andcan grow and learn on the jobhey also seek a
caring supervisor/employer who provides a lot of feedbdbls finding heps to support the
idea that Millennials prefer meaningful work and seek to be challemgéke job(De Hauw&

De Vos, 2010)Organizations should provide mentoring and training on the jobhwdaio help
Millennials develop new skills and allow them to better utilize the skills and creativity they
currently have. At the same time, autonomy in the job mayvaldiennials the flexibility to

stay creative.

Millennials prefer a social and fun woekvironment with people close to their age. This
finding supports the research Wacky, Gardner, Forsyth, et al. (2008)at shows that
Millennials desire social connections at work and social involvement. Providing opportunities for
colleagues to come together in a social setting, and giving permfsgidinat socialization, is
key for managers working with the Millennial generatidfillennials are also interested in
access to volunteer and networking opportunjtias well as a supervisor/employ&ho is
engaged in the communitf¥his is not toosurprs i ng gi ven this generati
environment andhaking a difference in the worl@.g., McGlone, Spain, & McGlone, 2011)
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Job security is important tMillennials, surprisingly more so than to the older non
Millennials. This is interesting, especially given the stereotype that Millennials lack loyalty to
their organizatia andtend to hop from one job to the next. This shows that Millennials value job
security, even (DéHauv&De Vdsp201®)it alse gshpudd de notedt that it
may reflect a desire to be proactive in terms of job security and their own employdbdity
Hauw & De Vos, 2010)

Gender differences were found among the Millennials. Males were fhegiele in the
job location, but indicated that access to networking opportunities, the potential for
growth/learning and having sporting events were more impactful factors than for females.
Females were more likely to accept the first offer they recefbey perceived it to be a good
one. They also indicated that job security, feeling safe, flexible sdimgdwand a caring
supervisor/employer was more important to them than to the middese differences provide
some insight to organizations whereatipting to hire Millennials.

LIMITATIONS / FUTURE RESEARCH

There are some limitations to the results a$ ttesearch. Firsthe researchitilized a
selftreported,crosssectional surveyThis may lead to issues such as social desirability and
responseset biasedt also limitsthe ability to assess for life stage or career stage effects. Future
research shdd utilize other methods such as longitudinal designs to help account for these
effects. Secondas this was a preliminary studipb-related attitudes were assessed based on
single item questionsThis limits the analysighat could be performedrutureresearch should
focus on creating scales for the related items in order to funivestigate the differences
between generational work attitud€snally, the sample was accessed through the social media
network of students at a Midweshiversity. Greatcare must be takewhen generalizing the
results to other regions and countries. Future research should examine Millennial views across
regions and countries.
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TECHNOLOGY MANAGEMENT IN CENTRAL
AMERICAN MAQUILAS

Robert D. Morrison, University of Texas Permian Basin
ABSTRACT

This study of fourindividuals managing technology transfer, implementation, and
support in the Central Americanmandacturing facilities of US multinational corporations
provides empirical support for five of six datigchnology managemeattivities (Acquisition,
Exploitation, Identification,Learning, Protection, and Selectiosuggestedoy Cetindamar,
Phaal, and Prbert (2016) The technology manageraccomplished their jobs through
communication and learning activities as multilingual boundary spaens in the
interorganizational network bfacilitating the transfer of tacit, explicit, and codified knowledge
Asrepcs i t ori es of speci al i nformation i,theyt he or
exercisedeferent and expert power making them more influential than one would expect based
on their position in the global organizational hierarchy.

INTRODUCTION

Although technology managemehtis become a traditional business subjaat
recognized as an essential component of strategic planning for deeapddusic, & Cleland,

1991) the literature is rather limited in the area of the people who are respofwililee
management of technology and technology manageradatation (Cetindamar, Phadl,

Probert, 2016Gudanowska, 2037The increasing use of computer and robotic technologies on
the manufacturing shop floor has significantly reduced the dependentraditional worker

skills in many industries. Howeveheincreased use of technolomcreased the need for skilled
technicians and technically oriented managers to support and manage the technology in the
modern manufacturing firm. Concurrent with skeechnological advancements, neoliberal trade
policies, usially in the form of trade agreements such as the 1983 Caribbean Basin Initiative
(CBI) now DRCAFTA, and the 1994 North American Free Trade Agreement (NAFTA),
facilitatedthe shift of manufactunig to many low wage nations.

Initially, the significant diference in wages in industrialized nations vertesser
developednations allowed manufacturing firms to ukorintensive processes and avoid
investment in statef-the-art technology for offisore factories. However, in the global economy
of the twentyfirst century where manufacturing in low wage countries is now the norm, low
wage labor alone no longer provides a sustainable competitive advantage for manufacturing
firms. In terms of productity, manufacturing facilities in low wage nations must nwetxceed
global benchmarks, "Low labor productivity endangers the company's survival' and "low labor
costs no longer give enough of a cost advantage to offset low labor productivity” (Dru@&r, 19
p. 61). The implications in developing nations is thamparative advantage requires a
combination of lowexcost and technological edge (Sharif, 199Rgrefore, all manufacturing
plants must implement cutting edge technology to obtain "productagtyal to that of the
worl doés | eader s rucker,al99§,ip62)e This also dalds true jor' the (Lddin
American maquila industry (Mital, Girdhar, & Mital, 2008oweverfief f ect i ve manag e
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globally dispersed project teams involves mgpl e x set of wvariableso (T
and even intracompany transfers of technology are seldom efficiant differences in
knowledge backgrounds, competency levels, language, and skills are factors inatiuial
enterprisegMalik, & Bergfdd, 2015)

Although researchers pointed out the artance of incorporating manufacturing strategy
in to corporate strategy decades ago (e.g., Hill & Still, 1980; Skinner, 1969, 1985; Wheelwright,
1978, 1984), corporate strategy is still predominately dase marketing decisions and
manufacturing is forakto react at the backend of the process (Hill & Hill, 2009). This places

additional burdens on thechnology managefM)b ecause At echnol ogy i s
changeé.technol ogy enoaforecasteand assess sethnological ahlarige to
ot ain competitive advantageo (Roper et al ., 2

the strategy at the beginning of the proc@splementingthe strategy in the operational phase
requiresthe TM to quickly identify, acquire, and implement thppropriate technologie&iven
that global manufacturing strategies often includepimuction across multiple facilities,
management of intrafirm technology transfer is of increased strategic impoftéaide 2002).
This indicates that language andnromuni cati on skills would be
successful execution of their duties. Regardless of whetheMa®irgut is part of the front end
of strategic planning or during thmckendoperationakation, it is apparent that tHeMs play a
key rok in the success of any multinational manufacturing.fttiviously,technology transfer
is a longterm competence armbmeone mustoordinae the development and implementation of
technological capabiléis in order to shape and accomplish Hteategic and operational
objectives of an organizatio@étindamar et 812016 2009 Malik, & Bergfeld, 2015)

The number oftechnology managemenimanagement of technologyngineering
management, @hengineeringtechnologydegree programs in the USshancreased in recent
years. A cursory Internet search reveals well over 100 easily identifiable degree pragythens
associate, bachelor, masters, and doctoral levels, offered at higher education institutiogs rang
from community colleges to Tier land grant research universitieBespite this increased
interest on the part of academia to develop compdists; the extant literaturerovides little
insight aboutwhat TMs actually do Cetindamar et gl.2016;Minty, 2003)and the interactive
nature 6 intra-company technology transfaviélik, & Bergfeld, 2015.

This study provides a valuable cahtrtion to theliterature by using field research, as
suggested by Meredith (1998), to understand the workMs in the offshore factories of
publicly traded US multinational manufacturing firms through direct observation of the tasks
they perform Theseobservation f ithe people who actually wo
i feo, as sugagest2a0b pbl, provale empidcal sugpport fertfive aflsix  (
specific activities/capabilities thaCetindamar et al(2016) suggestMs exercise in their daily
work. These TMs engaged acquisitionthrough purchases, collaboration with suppliers, and in
some ingances internal developmentExploitation was the most obvious activity and it took
place throughtechnology implementation operation and ongoing supporin the factory.
Learning identification and sekction were omnipresent and overlappilag the TMswere
routinely called on to seek out information, usually in English attten transfer it into the
organization through translation to Spaniskentify solutionsfor a wide range oheeds gather
data to reportto managemenbn ongoing projects, and tmform themselves and provide
recommendations fdechnology implementati@meeded to suppotth e or gani zati ono
goals.However,protectionwas not a commay observed activitppeause lhese TMs were not
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involved in obtaining patents and intelieal property protection and employee retention
protect trade secrets wastafrequent issue in th@anufacturing facilitiesvhere they worked.

LITERATURE REVIEW

A popular definition of technology management combines Bag§&P49) commonly
cited management processes of planning, directing, controlling, and coordinating with
developing and implementing technological capabilities to accomplish strategic and oplerationa
objectives (National Research CoundiB87). This definition combines theatd aspects of
technology with the softer dimensions related to the management aspects (Phaal, Farrukh, &
Probert, 2004); fdAhowever, it tdrecs andmbnagamak e e x
issues associated with TM and is a rather statindeft i ono ( Ceti ndamar , Phae
While the literature contains countless studies that highlight the importance of managing
technology to create and maintain competiadvantage, the vast majority of empirical research
is at the firm or indusy level and provides suggestions, models, frameworks, or identifies
obstacles in the area of technology transfer and technology management (e.g., Bommer, Janaro,
& Luper, 1991,Gilbert & CordeyHayes, 1996; Jensen & Szulanski, 200&yin, 1997; Ounjian
& Carne, 1987) without providing insight into how individd@s go about accomplishing their
work (Cetindamar et gl.2016) Johnson and Medcof (2007, p. 485) emphasize both the
i mportance and difficulties of the TMO6s |job:

Technology managers currentlyagple with tremendous challenges as
they attempt to mobilize internationally dispersed capabilities within globally
integrated strategies. The leveraging of subsidiary technolodiatives has
come to be seen as one effective strategy for attaining etitivgp advantage.
However, we know little about the work these individuals perform.

The literature is virtually silent about the daily work of the people responsible for
technology management at the factory lefd&spite an increasing number of degoeagrams in
technology management or the management of techndlogye is very little empirical evidence
ont he tasks t hat c o(Cetindantanet a, 2GL6; Mirky/0 2003w and k
Apractitioners ffeel t hat t h eolodyiid teor spdrseraed o n |
fragmented and does not adequately address t
Barnard, 2008, p. 23). The goal of this study is to p@wvideded insight into the work ©Ms at
the factory level in offshore subsidiarie$ MNCs and identify promising issues for future
research.

Technology

The context of technology in this study relates to equipment and process technology in
the manufacturingndustries, which alighiwith Level 1l (technology acceptancegnd Level 1l
(technology applicationjechnology transfer (see Gibson & Smilor, 199F8vel | (technology
development) was not a significant part of the TMs daily routieeause these factories focused
on manufacturing and not research and developriémet geogrphical context of this study is
the underdeveloped region of Central Ameraca the TMdirms had factories in Honduras, El
Salvador, and Costa Rica.
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The Evolution of Manufacturing Strategy Thought

Since the early works of Skinngf1969, 1985) and Wheelwright (1978, 1984)
manufacturing strategy has evolved frbeing viewed as ridged processes focused on planning
and tradeoffs toward a view of manufacturing strategy being more of a cumulative capability
model that responds to the dynamic enwiment through manufacturing tasks following a
sequence of improvemenn order to build manufacturing capability more effectively
(Dangayach & Deshmukh, 2001; Paiva, Roth, & Fensterseifer, 2008). Drawing on previous
studies (Amundson, 1998; Marucheck, Resin& Anderson, 1990; St. John, Cannon, & Pouder,
2001), Paiva et al(2008) examines organizational knowledge and the manufacturing strategy
process through the lens of the resotbased view (RBV)Barney, 1991, Peteraf, 1993; Teece,
1986; Wernerfelt1984) From the RBV perspective a heterogeneity of capabilitiesesualirces
exists among a population of firms; therefore, firms can gain competitive advantage through the
causal ambiguity related to difficult to duplicate resources, proprietary precasseequipment
that result from internal and external learning (®elker, Bates, & Junttila, 2002); therefore, one

can conceptualize a manufacturing firm with
accelerated learning organization driven by dynapnacesses that create superior knowledge
and translate that knowleelg i nt o competitive <capabilities

Marucheck, Kemp, & Trimble, 1994, p. 27). Arguably, having competent TMs throughout the
organizational network to efficientiacilitate knowledge transfer through communication would
be a prerquisite to becoming an accelerated learning organization.

Cetindamar et al. (2009) argue that technology management is a dynamic capability
(Eisenhardt & Martin, 2000; Teece, Pisano, ugn, 1997). Dynamic capabilities theory retains
RBVO6s ¢ on chetgrdgenaity of tapabilities and resources among firms and addresses
how a firm allocates resources to sustain continual innovation, how the firm deploys existing
resources, and wherbe firm obtains new resources (Teece et al., 1997). Lall (1990)edefin
technological capability as the ability to execute all technical functions entailed in operating,

i mproving, and moderni zing a firmbés product |
enhanced that definition to not only make effective use of tedhkimaviedge and skills to

improve and develop products and processes but also to improve existing technology and
generate new knowledge and skills in response to the dynamic businiessraent. Relevant to

this research context, Kim (1997) brings thecdssion back into the realm of organizational

learning and knowledge by pointing out that in developing countries technological capabilities
could be used interchangeably with absorpte@acity (Cohen & Levinthal, 1990). Finally,

these two streams ofgearch have merged and moved toward a dynamic resoasee theory

(Helfat, 2000) that includes the concept of a capability lifecycle (Helfat & Peteraf, 2003).

Technology transfer resedr exists in the literature across multiple disciplines and at
numerais levels of analysis ranging from the national level, and even economic development
classifications such as least developed nations, to the interpersonal level. There is even some
degreeof confusion over what the term technology transfer means (Will&ar@sbson, 1990).

This study adopts the definition of technology transfer being fundamentally the application of
knowledge (Segman, 1989 as cited in Gibson & Smilor, 1991). Technologfetrdetween
subsidiaries in MNCs is an essential element in terndewe¢loping and maintaining a strategic
advantaged.g.,Mital, Girdhar, & Mital, 2002); however, much of the knowledge is tacit and
not codified so transfer ia complex multinationabrganization requires considerable resources
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(Teece, 1977). Although odern information and communication technologies certainly
facilitate knowledge transfer when compared to the process just a couple of decades ago, these
technologies favor codified knoadige and tacit knowledge is best captured by personal
interactions Nonaka, 1991Persaud, Kumar, & Kumar, 200Iherefore, the true opacity that
makes a dynamic capability a competitive advantagéhe multinationalcontext lies in the
or gani z dty o erangnsttaca dnd norcodified knowledge effectivelpcros national,
cultural, and linguistic boundaries

Although the literature provides little insight into the work that TMs do, it is axiomatic
that language plays a major role in internaicknowledge transfer (Welch, Welch, & Piekkari,
2005; Welch & Welch2008)and strategy implementation (Brannen & Doz, 20N9netheless,
several scholars argue that international business researchers have not examined the role of
language sufficientlyd.g., Brannen, Piekkari, & Tieze, 2012; Welch et al., 2005). Opgrati
across nations with different cultures provides the MNC promising opportunities (Doz, Santos, &
Williamson, 2001); however, language can create significant barriers that inhibit iitorma
from reaching decision makers.§., Harzing, Koster, & Magner2011) and the transfer of
knowledge (Welch et al., 2005; D. E. Welch & Welch, 2008). One approach to this dilemma is to
adopt a common organizatiodahguage (Harzing et al., 201\/elchet al., 2005) as the default
business languag®rganizations often cleseEnglish even ithe firm does not spedknglish in
the headquarters or subsidiaries. Even with a common organizational language, knowledge
transfer issues still exist because laagpl fluency varies greatly across functions and
organizationallevels in MNCs (BarneRasmussen & Aarnio, 2011) and individuals across the
organizationanalyze the information from different interpretive framéter{derson, 2005).
Ther ef or e, vohing rcrospnatiortalsandi nmultidisciplinary teamsealikely to be
influenced by the cultural filters team memberg tes create, share, and transfer knowledge.
Thus, it is fairly easy for a receiver to interpret information in a way not intended by tivabrig
sended Pdrsaud, Kumar, & KumaR001, p. 13). Brannen (2004) argues that the message goes
through some degree of adaptation to the host country context if only through the process of
crosscultural communication. If this is the case, then TMssnlave a good understanding of
all cultures across the global organization to transfer the knowledge across subsidiary boundaries
effectively. This paper provides a significant contribution by providing insight into the role of
language and communicationthre daily activities associated with the transfer of knowledge and
technology in and out of MNC manufacturing subsidiaries.

RESEARCH METHODOLOGY

Qualitative research methods such as field research, observation, and interviews allow the
researcher teengage the phenomena first hand and gain insight into complex issues that
researchers know little about (e.@reswell, 2005; Glaser & Strauss, 1967; Mintzberg, 1968,

19732005 Wright, 2003) . I n the field dyf i nt e
beginning to know the right guestions to ask
all ow the researcher to Aunderstand new di me
1973, p. 229) as to "develop an understanding of things we knownga@hout" (Mintzberg,
1970, p. 89).

Following the reasoning that a job is no more or less than the sum of all the individual
activities (Mintzberg, 1968 this studyused thestructured observation researiethodology. tl
recorded taské a chronology reaa and multicoded them, collected anecdotal information,
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assigned purpose codes, and from that determined the roles of TMs contextMintzberg s
(1968) framework with some modifications for modern communications technologyhand
particular conteixand objectives of this stugyoved effective

The researcher functions as aandtransladestbem A b | a
into abstract categories and theories (Mintzberg, 1968, p.ti&&efore,the credibility ofthe
study depends omte r eader s6 confidence in the researct
make appropriate decisions in the field (Patton, 2002). The awareness and insight of the
researcher gives meaning to the data, the capacity to underatahthe capabilityo separate
the pertinent information from the irrelevant (Glaser & Strauss, 1967; Strauss & Corbin, 1990)
and grmane professional experience and familiarity with related literature provide theoretical
sensitivity. Addressing thipaoint, | speak Spanisfluently as a second language and lived in
Central America for over a decade while working in the maquila industry implementing
information and process technologies.

The Coding Key

Mintzberg (1973) contains a fulexplanation of his framework, codes, alugjic in
assigning them. Like Stephe(i®991), | found it necessaty change some codes and add others.
The term directochangedio superior and peaxpandedo specify the contact as internal or
external to thef M6 s g | o b al. The codeaohdoczdmatdappliedto operatives on the
shop floor, warehouse, and the receptionist even though they were not technically the
subordinates of the TM. AlIl other persathens wor
direct line of authority above th€M received the code of internal peén this study,the
purpose code technical task facilimtdentification of activities where the TM engaged in
handson technical tasks such as adjusting shop floor machines, writing computer program code,
performirg time studies, and testing devices in the quédity Every task except emarkeceived
a code ofnternationalor local and technicadr managerial in nature.

This studycoded mail withthe same twelve purpose codes for incoming mail and nine
purpose coés for outgoing mail used in Mintzbe(§968, 1973). Email wasnly in its infancy
in academian 1968 andnly a few commercidbusinessswere using it in, mostly internally, in
1991and ell phone teximessaging did not even exiStepheng1991) assiged purpose codes
and role codes to email; however, there were only 102 of them over thee@ke observation
period; there werghousands ofmails in this study. A pilot study revealed that assigning
purposes and roles to email required aitkd analgis requiring reatime input from the TM
and that would severely affect thalidity of the studyMy interest wabservingthe tasks of
TMs under normal work conditiongherefore,this study did not codehe emails or text
messageseceivedor sent bythe TMsbecauseloing socompletely disrupted the normeburse
of activities Data from softwaredeveloped and nst al l ed on the TIMsd ¢
reporting of emaiprovedto betime consumingnd insufficient to resolve the problethe TMs
simply did not have time to enter the needed information consistdbtlg.to confidentiality
concerns, thefirms would not allow the storage or forwarding o&émails for afterhours
evaluation

This study aded theroles of technologist and consultanthe need fo these roles
formed during the first observationdathe diginction betweerthe twoevolved throughout the
study.The consultant roll is ostensively a emway flow of technical knowledge from the TM to
another person, usually in response to a requesh&brinformation. The technologist role is a
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more collaborative twavay interaction, often with a technical peersobordinate, or when the
TM performs technical tasks that address a need of the firm.

Selection of the Research Participants

Therearefour main industry segments of the maquila sector in Central America, apparel,
automotive components, electroniaad textile.This studypurposefullyselected the subjects for
this study. dAln qualitative i uataonibutt devdlohan i nt e
inndepth exploration of a central phenomenon;
intentionally selects i nd.i203).Thestdysncleedoe TMi t e s 0
from each segment; however, the objeciivas to get and aggregate view and not to compare
and contrast the work of TMs in each segment with each other.

Potential candidates worked wholly owned subsidiaries and joint ventures of publicly
traded US based MNCs in each segment that had a positiene a technically oriented
individual performed a mamgerial role as a middle managé&Within the companies, people
referredto each participantwith the title of enginegrwhich is commonpracticein Spanish
speaking countriesThis study classified middle management as having clearly identified
subordinates and the authority to hire and terminate those subordinates as well as delegate task,
assign responsibility, and allocate resources as opposed to supervisors with extremely limited or
nonexistent autbrity to allocate company resources. The selected TMs had worked in their
current positions for more than two years and all had started their careers as technicians and risen
to management positions. They all held undergraduate degreegjimeermg orindustrial
technology and the apparel and textile Télsoheld MBA degrees. The textile mill and apparel
manufacturer operated within the same lazgp conglomerate; however, they operated in
separate divisions and had no business interactibhe automate components supplier was a
large-cap industry leader with operations around the globe. The electronics firm was-aamall
firm with a global supply and distribution chaithe apparel TM was female while the
remaining three were male.

RESULTS
Observation Time and Locations

This studyis of the four selected TMs at work in their respective factories for five
consecutive working day®r eachTM. During the observation period, the four TMs perform
927 tasks during 12,275 minutes or 204 hours andhiBites.The study omitstl tasks that
consumed 1,014 minutes or 16 hours and 54 minutes because they waverk@ctivities,
such as lunch, travéletween facilities, and personal hygiene breaks. As a rdselle were886
work tasks performed by the TMs 11,261 minutesrol87 hours and 41 minutes (SE&ble 1.
This study didnot code individual emaijstherefore some resulisas notedexclude 1,669
minutes spent in150 email sessions.
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Table 1
OBSERVATION TIME BREAKDOWN
ObservatiorBreakdown Activities | Minutes | Min/Activity

Total Activities Observed 927 12275 13.24
Non-Work Activities Omitted 41 1014 24.73

Net ActivitiesObserved 886 11261
Synchronous Communications 625 7802 12.48
Deskwork Total 261 3459 13.25
Deskwork NorEmail 111 1790 16.13
Deskwork Email 150 1669 11.13
Net Work Observed 886 11261 12.71
Work Observed Email Excluded 736 9592 13.03
Work Observed Deskwork Excluded 625 7802 12.48

Verbal or synchronous communication, meetings, and observational tours accounted for
69% ofthe time and 71% of activities for all TMs combined. The TMs spent the remaining 31%
of the time doing deskwork that ammted for 29% of the activities (séggure 1. Email
accounted for 48% of the deskwork time and 57% of the deskwork activities.

Figure 1. Distribution of Deskwork versus Other Activities

Desk Work

3, Deskwork

29%

Meetings, Tours
& Phone Calls
69%

Meetings, Tours
& Phone Calls
%

Percentage of Time Percentage of Activities

Combined, TMs spent 63% of the time in their offices and 78% of all activities took
place there. Note that time spent sitting at the desk but speaking on the phone applied to the
verbal contact read and is not included in the deskwork time; therefore déskwork activities
category is not a comprehensive indicator of the total time spent in the offidédses 3. The
automotive TM and the electronics TM had one task each outside of thiy faithi people from
another organization.
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Figure 2: Distribution by Location
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Technology versus Management

As a group, TMs spent 64% of their time on activities that were ostensively managerial in
nature and they constituted 66% of all activitiseeg(Figure 3. This studyexcluded time
dedicated to email when evaluating technical versus managerial tasks because it was impossible
to identify the context of each individual email without affecting the activities of the TM;
however this studydid codetime spent on other deskwork as teatatior managerial in nature.

Figure 3. Distribution Between Technical and Managerial Tasks (nom®mail)

Technical Technical
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International versus Local

As a group, | ocal I sSsues -amictimeand &% ofther 7 7 ¢
non-email activities (se&igure 4. The TMs spent the remaining time on issues that contained
an international component. All activities coded as international in thdy sinvolved a
language other than Spanish or translating. The other spoken languagévags English but
the textile TM dealt with German, French, English, and Spanish when modifying the information
system to print out export documents for shipmenteeéd=uropean Union and North Africa.
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Figure 4. Distribution Between Local and Interngional Tasks.
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Forty-three percenbf these international issues activitiesrolved logistics and they
accounted for 31% of the time spent on international issuesowgthnot anticipated, logistics
issues always contained a language component bettaisxport documents and discussions
always had terms in at least Spanish and English. Spanglish more appropriately describes the
language used in the maquila industryo3@& working in the maquila have adopted the English
names of many machines and ottesms like BL for Bill of Lading or Invoice and even ron
English speakers use them in conversations and written communications.

Activity Categories

As a group, deskwork activities, including email but not counting telephone calls,
accounted for 31% of Ms 6 ti me and 29% of their tasks.
spent on deskwork but only 17% of deskwork activities. TMs spent the remainkwoadlkesime
working on computer applications, miscellaneous sorting and organizing, operations reports,
purchase orders, reading paper mail, performing technical skills, or browsing the Internet (see
Figure 5.
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Figure 5. Distribution of activities
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Unschedul ed meetings consumed 30% of the -
activities. The other partyjot the TM, initiated most, 57% of the unscheduled meetings. The
maj ority occurred in the TMés officelya63%, W
subordinate. Scheduled meetings averaged 55. 3
however, thg amounted to only 4% of all activities. Scheduled meetings were most often with
internal peers, held in a conference room, and more than fourepatiphded. While verbal
telecommunications consumed only 12%8%6%6f the T
the total activities. The average conversatic
office with the TM initiating the call. Mostanversations, 45%, were with subordinates and 37%
were with internal peers. Only 6% of the conversationewewi t h t he TM6és super
10% of their total time, including email time, on observational tours.

Purpose Categories

Following the franework used in Mintzberg (1968) and Stephens (198is study
codedverbal or nordesk work activities @ording to purpose (sddgure §. The TMs spent
59% of their time and 54% of the activities exchanging information with others in review
sessions where information flowed two ways or receimfmmation orgave information irone
way exchanges. In stragly sessions information flow wawo way, so they were also review
sessions, but not double coded.
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Figure 6. Distribution of purpose
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As a group, TMs spent 14% of the remail time on observational tours and they
accounted for 10% of their activitieShe tours varied in length; whillhe mean was 17.92
minutes, the mode was 5 minutes. TMs conducted 69% of all tours alone. The TMs used
observational tours for two main reasons: monitoring the activities of subordinates or going to

see something firstinal.

TMs dealt with action requestse cei ved from ot hers and
time or 12% of their activities. These requests were from internal peers, subordinates, superiors,
and external suppliers. TMs spent 5% of their time and 12% ofabi@wties making requests of

othes.TMs spent time scheduling and that
of their activities. Two purpose categories, negotiation, and ceremony received little activity.

On |

Role

y 6% of t he T Mactvitigs waregectmicatitasks% of t h

Analysis

The TM plays many roles in the performance of his or her job Fsgare 7. The
informational role of monitor was most prominent and consumed 27% of themaih time

Volume4, Number 1, 200

t hat

consume

accounting for 32% of the actiwis. As a monitor, the TM receives information from within his

or her department, inside the larger organization, and fromdeutse organization. The TMs

spent 7% of the neamail time and 13% of the activities on the informational role of
disseminator.Tasks that fit the informational role of spokespersioh not occur during the
study:.

of the nomemail activities. The TMs in this study played the figurehead role oy fore
occasions and they constituted less than 1% of theenm@il time. The interpersonal role of

The interpersonal role of liaisonconserd 14 % of t he TMs§é

t

me

leader constituted 5% of tho the noremail time and activities. The leader role applied to

interactions with employees including educating and mentoribgrdinates on technical issues.
A broad view of leadership skills permits many of the TMs activities to fall into the lealder
however,for the purposes of this studnly activities where the WM exerted the extra effort to
coach a subordinate, provigesitive feedback, or demonstrate a unique s&deived the leader

code
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Figure 7. Distribution of roles
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The decisional role of being the person authorized to allocate department resources
consumed 17% of the namail time and 20% of the TMs actigis. The decisional role of
di sturbance handl er ac cemailiheesadd attivitres. Bndécismmal t he T
role of negotiator consumed only 2% of the TMs time and 1% of theemail activities. There
were only three activities of orfeM where thedecisional role code of entreprenaypplied

The TMs spent 21% of their na@mail time and 17% of thectivities playing the role of
technologist. Since the technologist role also includes discussing and collaborating, it includes
activities thafell outside the purpose category of technical task, which amounted to only 6% of
the time. The role of condaht accounted for only 2% of the time and 3% of the-eoail
activities.

Mail Analysis

There were only 72 pieces of incoming paper raad 31 pieces of outgoing paper malil
in this study.The codng of incoming papemail used thecodes: events, authority request,
general reports, reports on operations, and periodical Wdlvsutgoing papealigned withone
code: written report. All oftte paper mail wasoutine,and the TMs gave little importance to it.
It was the instantaneousformation via email and the corporate information systems that
attracted the TMsO6 attention; wunfortunately,

DISCUSSION

The chronology record of tasks collected during the observations, anecdotal evidence,
and discussions with the TMs during meals, travel, after working hours and follow up interviews
form the basis for the discussion and conclusivisile the totatime of observation was similar
(seeTable 3, a comparison of the chronology recandicates that the distribution of activities
for the TMs in this study is differensde10) from those of the CIOs studied by Stephens in 1991
(see also Stephenst d., 1992), and the CEOs studied by (Mintzberg, 1968, 1973). At first
glance, the numbesf activitie® 886 versus 623 and 527 respectidebtands out and further
analysis indicates that continuously checking email throughout the day accounts for mast of tha
i ncrease. The frequent use of emai | site t oda)
important role that electronic communication plays in the global transfer of knowledge and
technology.
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Table 2
PREVIOUS STUDIES TIME COMPARISONS
ComparisonCatecpries This Stephens CIO|  Mintzberg
Total Hours Observed 204.58 215 220
Excluded (lunch, travel) Hours 16.9 7 18
Net Hours of Work 187.68 208 202
Net Number of Activities 886 623 547

International Issues

The TMs spent most of theimtie gathering and disseminating information in the local
context and less timeeceiving or disseminating information in a language other than Spanish.
The fact that they used their foreign language skill in only about one out of four activities does
not urdermine the importance of speaking more than one language fluently; it wag jatk
requremenand critical to the organizationds ongoi
Il nternati onal |l ogi stics i s s-amadtime,a@udwply ed or
31% of the totalitne spent on international issues, but the international logistics situatienes
the most dramatic because of the potential to stop production or delay important projects. The
expected arrival date of parts, supplies, and equipment was the main coffistracheduling
projects and important to decide when foreign peers or iestdtom the supplier should fly in
to help set up equipment. These situations usually arose because some issue, usually human error
by the sender, delayed the import of neetletts. The procedures and documents required for
international shipments araiite different from those for domestic shipments and most errors
traced back to the senderds | ack of wunderstan
ships depart \very few days, containers musiave seat with documents submitted well in
advance. Airfreight is faster and more frequent but without the correct documentatien,
wastesthe additional cosas the shipment sits in customs for days. Shipping delays hppl@a
effect. The TMs in this study were not directly responsible for pmifay the task of customs
brokers or import/export agents; however, they had to get involved because the issue effected
receiving items they needed to start a project or theguiaye skills were essential to resolving
the issue through communication witte foreign supplier or company subsidiary.

Table 3
PREVIOUS STUDIES CATEGORY COMPARISONS
_ This Stephens Mintzberg
Categories Study CIO CEO
Desk Work- % Time 31% 28% 22%
Time Spent Hours 57.65 59 44
Number of Activities 261 122 179
DeskWork - % Activities 29% 20% 33%
Mean Duration minutes 13.25 29 15
Maximum Duration- minutes 80.00 44 20
Minimum Duration- minutes 1.00 16 12
Unscheduled Meetings¥% Time 30% 14% 10%
Time Spent Hours 56.00 30 20
Number of Activities 275 176 101
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Unscheduled Meetings% Activities 31% 28% 18%
Mean Duration minutes 12.22 11 12
Maximum Duration minutes 148.00 17 24
Minimum Duration- minutes 1.00 8 6

Scheduled Meatigs- % Time 18% 48% 59%
Time Spent Hours 33.22 103 120
Number of Activities 36 109 105

Scheduled Meetings% Activities 4% 17% 19%
Mean Duration minutes 55.36 59 68
Maximum Duration minutes 218.00 73 98
Minimum Duration- minutes 4.00 44 40
Verbal Telecom % Time 12% 9% 6%

Time Spent Hours 21.62 19 13
Number of Activities 249 174 133

Verbal Telecom % Activities 28% 28% 24%
Mean Duration minutes 5.21 6 6
Maximum Duration minutes 58.00 12 20
Minimum Duration- minutes 1.00 3 12

Observational Tours% Time 10.19% 2% 3%
Time Spent Hours 19.12 3 5
Number of Activities 64 42 29

Observational Tours% Activities 7% 7% 5%
Mean Duration minutes 17.92 6 11
Maximum Duration minutes 104.00 9.5 8
Minimum Duration- minutes 2.00 2 0
Percentage Activities Over 60 Min [ 2.03] 9] 10

Technology Gatekeepers

In this study there wemgctionsthatclearly aligned witlthe daily activities/capabilities of
Identification, Selectionand Acquisitionsuggested byCetindamaret al. (2016) The TMs did
play a significant role in evaluating technology investments and acting as gatekeepers to address
the control of the consumption of technol ogy
described by Symot and William (1981, p. 12). &culating and discussing the return on
investment (ROI) for technology expenditures was common as was evaluating competing
technologies. The TMs were key participants in thecisioamaking process any time
technology wa@volved. They considered suppeodst, local availability of support, total cost of
acquisition and I|life cycle among other thing:¢
and peers sought out the TMsd opicotriouingmnd it
the final decisn.

The Factoryodos Technical Il nf ormati on Expert

In all four firms, the daily activities/capabilities otearning and Exploitation (see,
Cetindamaret al., 2016) occurred and intermixed with activities related toldentification,
SelectionandAcquisiion The TM was the factory?o6sheanewithni cal
the precursory technology knowledge (Harris, 1988)s ranged from explaining how an email
spam filter worked to determining the British Thermal UBIiTU) value of bunkerdel based on
the American Petroleum Institute (API) numlfexlated to two competing quotes from suppliers

90



Global durnalof Budness Discipling Volume4, Number 1, 200

that listed different API valuegven though the TM hat look it up on the internet because he

did not have anpackgroundn petroleumproducts. Superiors, peers, and subordinates relied on

t he TMO6s t e cdndreseach skidandoegpeded thesn to know or find out quickly.

The TMs where called upon several times a day to provide technical advice or explanations to
others. Peex and superiors also asked them to investigate technology solutions for a wide range
of situations.Thelearning activity directly relates to thexploitationactivities, which also links

to technologyidentification selection andacquisition. The TMs cmstantly scanned for relevant

new technologies and knowledge and that leaddémtification selection,and acquisition
activities Learninglinked toexploitationthrough the transfer of knowledge gained from outside

the local factory to theeinside thefactory that would implement and utilize the knowledge and
technology. Technology evolves at a rapid pace and this requires technologist to be constantly
aware of innovations. The TMs spent very little time on browsing the Internet, readimgal
manuals, or industry periodicals during working hours. However, from the content of
conversations it was obvious that they kept themselves well informed on current issues related to
their respective industries and the technologies they workéd Failow up interviews revealed

that they all spent time outside of working hours to keep themselves current and the Internet was
the source they used most frequently. They also traveled to headquarters, subsidiaries, and
suppliers for training severahtesper year.

The Work Day

The management processes absorbed most of
strategic planning and budgeting sessions, organized ad hoc groups to perform tasks, participated
in hiring and terminating employees, directed sdbmtes, and allocated compgaresources.

The TMs in this study were fully empowered managers directing subordinate technologist while
collaborating with peers and superiors to select, implement, manage, and support the
technologies the firm required. Theyere not acting as technicia with only ancillary
managerial activities.

Al t hough manageri al tasks dominated the TN
expertise was an absolute prerequisite; each TM in this study demonstrated that they were also
skilled technicians. Whengressing technical problem arose and no subordinate was available or
a subordinate presented a problem they could not resolve, the TMs took a hands on approach and
did whatever was needed to solve the problem. It was appédranthey were capable of
performing the duties of most of their subordinates. Without hesitation the apparel TM adjusted
shop floor machines, the automotive TM disassembled and reassembled computer server, the
textile TM wrote program source code, and eéletronics TM tested circuiboards in the quality
lab to locate defects.

Brevity, variety, and fragmentation charac
with previous studies of managerial work. Most activities were brief with 62%ddstnthan 9
minutes and ol 2% lasting more than an hour; however, the range of duration was large (see
Figure §. The average duration was 14 minutes with a standard deviation of 20, the shortest
activities recorded lasted 1 minute, and the longestavsategy session that l&st 2 hours and
18 minutes. The fragmentation caused by unscheduled meetings and phone calls combined with
the unpredictability of the duration of activities left the TMs with little ability to predict or
control their daily ageda.Input from others, oftem i a e mai | , drove most of
The initiation codes in the contact record are somewhat misleading. Following the framework,
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many activities coded as initiated Hyd,orhe TM
email initiated ly another party.

Figure 8: Histogram of Activity Duration
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The following scenario provides a realistic picture of the workday of the TMs in this
context. They started the workday with a mental or written list of tHimig® for the day and the
rest ofthe week. The first task of the day was to logon to their computer and check email. The
emails caused the TMs to reply, forward emails to others, write new emails, and initiate
telephone calls or unscheduled meetings. If thailsrand related calls and mngs failed to
uncover some productiestopping crisis, the TMs then proceeded to address their list of things
to-d o . The interruptions began, usually within
office. From that fist interruption forward, th&Ms wedged the activities they initially intended
to accomplish in between the interruptions and scheduled meetings as the day progressed.

Occasionallythe frequentlydemand fortranslaton frustrated the TMs because it took
time away from focusing on core responsibilities and key projects. Most translated conversations
did not involve difficult technical issues or complex problem solving. The parties just were not
able to speak the same darage fluently enough to effectivaiarsmit the intended message and
verify that the other party or parties understood. Internal peers frorenbnical departments
also sought out the TM to relay ntechnical messages in the other language that weetated
to the TMs area of respongiby. Moderatelybilingual subordinates and internal peers also
called on the TMdrequentlyto clarify confusion caused by homonyms, colloquialisms, or
regional accentsThis is a good example of theultural filters that that complicates
communicationn crossnational teams (Persaud, Kumar, & Kumar, 2001) @nodides support
for the point made by Barn€tasmussen and Aarnio (2011) that language flugaogs greatly
across and functions awdganizationalevels inan MNC.

The TMs06 ¢ o mmsseiintesotganzatioaat metwork (Ghoshal & Bartlett,
1990) and did not routinely follow a chain of command. In fact, only about 7% of the time spent
on the phone and in meetings, 5% of the net observation time, itheth&ir superior. Therefore,
they @erded rather autonomously. There also did not appear to be a preference in the
automotive, apparel, or textile sectors to communicate through the headquarters to get
information from other subsidiaries. The communaad appeared informal, as discusssd
Macdonald (1996)within an integrated network of active and flexible links with both the
headquarters and other subsidiaries as described in Gassmann and von Zedwitz (1999). The
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electronics firm seemed to communiathrough the headquarters and bemgre of a
technology driven firm this concurs with von Zedtwitz and Gassmann (2002). However, it is
noteworthy that the electronics firm had significantly fewer subsidiaries to communicate with
than the other firms irhe studydid.

Language barriers intsified t h e Adi | emma of del egati ono
(1973). The TMs were one of the few fluently bilingual people in the factory and usually the
only one with technical expertise. This caused them to be highiphsout as communication
facilitators beause they could receive, evaluate, translate, and then disseminate infadmation
from the most general to the highly technical, codified ordaeit the fly. The dilemma is that
the solution or needed action existed aa col | age 1 n tdodfiedindéas mi nd
easily transferable form; or if codified information existed, as were the instructions to program a
new wireless multiunit phone system, it was in the wrong language. This created barriers to
delegationand dissemination because delegatighout insuring the subordinate had full
comprehension presented an unacceptable risk of failure or miscommunication; however,
codifying the knowledge into an appropriate knowledge transfer instrument in the correct
language required time and resourdes TM did not have. The situation overloaded the TM
with communication tasks instead of technical tasks; however, it also appeared to endow them
with a noticeable amount of respect throughout the global organization.

The analysis of the data collected this study indicates that language expertise and
technical expertise combine to make the job of the TMs in this context fundamentally one of
communication, whiclthey leveraged to be effective managers. Their felisitkill set enabled
them to facilita# canmunication flows competently regardless of the degree of complexity or
technical subject matter and this resulted in them being a boundary spanner or gatekeeper as
discussed in Cranefield and Yoong (2007). By beamg agent to pass information across
bourdariest hese TMs were a key individual in the ¢
1991) ancbecame a repository of knowledge in what Wegner (1995) labeled as an orgagszation
transactive memory systel@uperiors peers, subordinates, and individugroughout the TMs
global supply chain embedded the TMs in their améamories and sought them out. Although
the TMs position afforded them little legitimate power (Raven & French, 1958) at the level of
the global orgnization, they had noticeable infaminfluence ¢ee Cobb, 1980). Their
combined technical knowledge and language abilities resulted in expert and referent power
(Raven & French, 1958) that nall owed them to
woul d nor mal |y b en-Pitkkag, Welehs & &Welch, ML&99)s ThHese TMs
participated in important strategic decision making at the corporate level, initiated change,
allocated resources, spearheaded some limited entrepreneurial projects, ategotiapeople
inside and outside therganization, and played an important role as a disturbance handler to
resolve issues that affected both operational effectiveness and organizational harmony.

Industry and Gender Effects

Although the goal of the stydwas to capture thdaily work activties of TMs across
different manufacturing industries amdt to focus on individual industry differenceseaders
may finda cursoryreview of a few minor differencebeneficial During the observations there
were no obvious differences in theorkday ofthe TMs between the different industries.
fragmentedday was the norm in all four industrieséthe needs and inquiries of othedsove
the schedule more han t he predd@rmined scheduld@here were also nobvious
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differences that one couldt@buteto gender. Thalaily activities of thdemale apparel TMvere
very much like those ahe three male TMsThe textile TM spent lesthan 1% of his time on
observational torswhile his countgrarts spent 10% to 19% of their time on observationakto
This coincides with only 27 minutes spent on the shop floor for the textile TM comp&3&@ to
to 872 for the other TMsThis difference most likelyelates to textile manufacturing having
significantly fewer manual labor processes on the shop flaed this reduces thaeed for
observational tours and shop floor meetingse autonotive and textile TMs also spent more of
their time in scheduled meetings, 21% and 25% respectively, as oppds¥d tnd 13% for the
apparel ancelectronics TMsyespectiely. The automotive and electronics TMs spent a larger
percentage of time, 37% al38% respectivelyon desk work tbn the apparel and textile TMs
did at 23% an®7% respectivelyThese differences were apparent only aféempiling and
examining the datandthere was no effort taken to explain these differences. Afaikdown
of the data collecteds available on request.

CONCLUSION

This study proviedd empirical support for five of the six daily activities/capabilities
suggested byCetindamaret al. (2016). Thefact thatthere were not any protection activities
observeddoes not discount it as a relevant activityTdds in general These TMs simply were
not involved in obtaining patents and intellectual property protection and employee retention
protecttrade secretwasnotafrequent issue in the context are they worked.

The maquilas in this study utilizediorld-class technology and the TMs observed
facilitated the successful implementation and managed the ongoing support. They spefit most
their time on tasks that are ostensively managerial in nature. While they were also practicing
technologistwith the required prrsory technology knowledge (Harris, 198%jey played this
role through planning, researching, collaborating, advising,@ansulting on technical aspects
of the firms daily activities and strategic initiatives; they spent little time performing tathni
tasks themselves. However, these TMs rose to their current position because of their technical
expertise in their respiee areas. Foreign language fluency and experience in the technology
portion of the title occurred before adding the authoritatileeof manager.

The TMs accomplished their jobs essentially through communication. They worked quiet
autonomously as tlyeusel their linguistic and technical expertise to transfer tacit, explicit and
codified knowledgé often through translatignin and out of the subsidiary via the
interorganizational network. Through themmmunicationsthey gain access to information and
becane a repository of special informationtime organizatiod s t r ansact i vaed me mor
that cause them to have more powemd influence than the position in the organizational
hierarchy woulds uggest . They parti ci p &diceddcisianmakiighe or |
process and often acted as technology gatekeepers to control the technology obsession that can
lead to inappropate technology investments. They did this through careful evaluation of the
particular technology, by analyzing competiteghrologies, and through calculating the total
cost of acquisition and the potential return on investment.

During this study, information flowed in multiple directions (up, down, horizontal and
diagonal) and via a variety of means including phone aakstngs, video conferences, email,
electronic databases, and written documents. This supports the vieshrmdltegy transfer being
an ongoing and continuous interactive process where many activities, functions, and networks
operate simultaneously to aeeme barriers to the transfer proced$he TMs were essential
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network components that received, evaluatemrest and disseminated that information with the
highly soughtafter ability to recode into anothdanguage if neededlhis makes the TMs
contribution instrumental when it comes to turning a dynamic capability into a sustainable
competitive advantage ihé multinational context.

Practitioner Relevance

There are significant managerial implications associated with operations in developing
counties b& aus e o f Nt he di stinctive natur e of t |
considerably fromthatdf he mor e devel oped n.dntadditionsbieigf Aust i |
direct investment (FDI) in manufacturing facilities plays an important molgangerring the
knowledge and technology needed for economic development (Contractor & -Seagaf]

1981 Kosteas, 2004; Saggi, 2002; Stiglitz, 2003). One can assumé&Msain these factories
are the primary facilitators of this needed transfer afiladgeand technology.

The lack of technology in developing nations is apparent. Stiglitz (2003) asdsated t
development requires more than just capital and resources; advancement requires the elimination
of technology and knowledge gaps. However, tetdgy and knowledge do not simply flow
from the high to the low as if they were fluids (Patel, 197d)requires education and
managemento facilitate its transfer. Unfortunately, the education systems in most developing
and transitional economies aradequat (Salmi, 2003)Therefore, issues related to absorptive
capacity (Cohen & Levinthal, 1990) arise antnagement in these MNC subsidiaries must
address this through human resource development activities combined with individuals
possessing the reqad preursory technology knowledge thatn identify technology and
knowledge gaps and facilitate processeaddress the deficiencies. Arguably, this is the role of
the TM and the job would require interaction with other subsidiaries, suppliers, ctstome
industry organizations, and other stakeholders around the world to identify new knowledge and
technologyand facilitate its transfer into the local subsidiary. Therefore, the technology manager
not only plays an important role as a boundary spannegatekeper (Cranefield & Yoong,

2007; Johnson & Duxbury, 201®ut also as a facilitator of human resouravelopment
activities

In discussions and interviews withlS executives in the months preceding these
observations, while thdifficulty associatedvith transferring and maintaining technology was at
the forefront of discussionsthe executives did not accentudite importance othe role and
work tasksof the TM inthe local subsidiaryThe emphasis was toward the importance of US
support staff proding assistance to the offshore manufacturing subsidiaries and going down to
help the out on projects. During thesdbservationsthere wereUS support people in the
factories; however, these were also the busiest days for the TMs as they spent ting fieann
the US team and then translating that knowledge and training the laifakisb did not speak
English. Each TM, in their own unique way, indicated that they did not feel that upper
management truly understood what they did or appreciated thbadion it made to subsidiary
successGiven the scarcity of fully bilingualwith emphasis orully, individuals who also
possess technical competence, executives should take steps to understand the daily work of the
subsidiary TMs and assure that thregeivethe organizationalvide support they need and that
theyare aware thatppermanagement appreciates their contribution.
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Limitations and further research

This sty used tle structured observation methodology; therefore, the associated major
limitations: sample size, reliability checks, coding methodology, conceptual problems, and
assumption of generalizable relationships apply to this study. Martinko (1988) and Stephens
(1991) discuss these limitations in detdlleverthelessstructured obervation was an effective
methodology to gain insight into that which wesknlittle about.

One area for future research is a better understanding of exactly whom, both inside and
outsice the organization, the TM communicates with. This study only redaeeealities such
as internal or external peer. A more detailed understanding of the relationship and exact nature of
the exchange and the technology and processes discussed woultk preeful insight. A
detailed mapping of email communications wouleklly provide valuable understandingand
supportthe use of email history when conductihg Experience Scainvestigated byroutley,

Phaal, Athanassopouloand Probert(2013) Today emai l is Acritical
an enter pr inssup ®60% ofdhe vital busimess data in the average company (Gray,
2001, p. 54). While this study demonstrated the difficulty of recording those communication
flows for analyss, it also demonstrated the need. The challenge lies in accurately coltbeting

data without excessively disrupting the natural flow of activity we seek to understand. A
properly configured study mapping the TMs contacts through all mediums, includailj and
categorizing them by topic, contact position, location, and langwagéd provide interesting

insight into intricate web of informal information flow that facilitates technology transfer and
strategic decisiomaking in MNCs.
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