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CAN THE APPLICATION OF MACROMARKETING 

CONCEPTS ENHANCE THE CREATION, DELIVERING 
OF SATISFACTORY OFFERINGS, AND ECONOMIC 

GROWTH OF THE SUB-SHARAN AFRICAN 
COUNTRIES? 

 
Akins Ogungbure, Troy University 

Chinonye Onwuchekwa, Grand Canyon University 
Charles Chekwa, Troy University 

Conrad Francis, Bethune-Cookman University 
 

ABSTRACT 
 
The research seeks to explore how the application of macromarketing concepts can be 

utilized to enhance the creation and delivering of satisfactory offerings to the consumers in the 
Sub-Sharan African countries and promote better standard of living  in these countries. The study 
discussed the importance of macromarketing and its significance to the Sub-Sharan marketing 
practitioners. The general theories of macromarketing are discussed and some proposals are 
offered. Theory can provide description of relationships between variables, enable prediction of 
important outcomes, and provide explanation of why variables are related in certain ways. 
Macromarketing is described as the influence marketing activities, policies, strategies, and 
objectives have on the entire  economy of a nation and society at large.  

This paper offers some proposals based on the understanding, explanation, and 
management of the relationship between marketing and society. The extant literature reviewed 
reveals that not enough attention to macromarketing  concepts and its applicability  exists when 
addressing the value creation, delivery,  and economic growth in Sub-Sharan African economies. 

 
Keywords: macromarketing, value creation, customer satisfaction,  economic 

development, Sub-Sharan African countries. 
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EVOLUTION OF THE NASHVILLE HEALTHCARE 

INDUSTRY CLUSTER:  AN ASSESSMENT 
 

Murat Arik, Middle Tennessee State University 
Richard Tarpey, Middle Tennessee State University 

 
ABSTRACT 

 
While healthcare services have driven the development of different sectors of industry 

clusters, little attention has been paid to healthcare services as an industry cluster. This study 
analyzes the healthcare industry’s evolution in the Nashville Metropolitan Statistical Area 
(MSA) through the framework of an industry cluster. The cluster evolution is evaluated by 
analyzing the presence of clustering antecedents and the regional economic benefits through 
economic data collected from 2004 through 2022.  

Clustering antecedents are found in the Nashville healthcare industry (critical 
companies tied to each other economically surrounded by competing and cooperating 
companies, local research organizations, university-supported specialized and non-specialized 
labor pools, an entrepreneurial funding environment, and a commitment by either a local 
government or industry champion). We conclude that the healthcare industry in the Nashville 
MSA qualifies as a cluster and has provided increasing economic benefits to the region over the 
last 18 years.  

The healthcare cluster has contributed significant jobs, business revenue, personal 
income, and state/local taxes to the regional economy, which has only grown over the study 
period. The number of healthcare establishments has doubled, providing an 80% increase in 
direct employment within the sector. Direct generated personal income improved by 106% from 
2004 inflation-adjusted dollars, and business revenue injected into the regional economy 
increased to $36.8 billion, representing a 98% increase from 2004 inflation-adjusted dollars. 

Industry clusters generally require a catalyst to form and sustain. In the case of the 
Nashville Healthcare Industry Cluster, uncharacteristically, the catalyst has not been a 
government entity but a local membership trade association serving as an industry champion 
(The Nashville Health Care Council - NHCC). The NHCC has supplemented the typical 
governmental role in developing industry clusters (e.g., government infrastructure development 
for logistics clusters) and has been a driving force facilitating networking, collaboration, and 
development, contributing to a self-sustaining entrepreneurial environment supported by 
venture capital and local universities providing specialized and nonspecialized labor forces. 

This study identifies the Nashville MSA Healthcare Industry as an industry cluster that 
has provided significant benefits to the regional economy over the last 18 years. It also identifies 
the NHCC as the driving force behind developing an environment conducive to industry 
clustering. The success of the Nashville Healthcare Industry Cluster is supported by at least two 
other regional areas replicating the model with a Health Care Council organization.  
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ADDRESSING THE US LITERACY PROBLEM: HOW 
HIGHER EDUCATION CAN HELP 

 
Stephen C. Betts, William Paterson University 

Neil Grimes, William Paterson University 
 

ABSTRACT 
 
Literacy rates in the US are below other developed counties and are falling.  We know that 

literacy rates are related to individual and collective prosperity.  As we expand the opportunities 
for people to attain a college education, more students on the lower end of the literacy scale are 
being given a chance to obtain a degree.  Those of us in higher education have the opportunity, or 
perhaps the obligation, to improve the literacy of our students to maximize the potential gains to 
both the individuals involved and society.  Whereas many higher education institutions have 
instituted writing across the curriculum programs, in this presentation we will explore ways to 
address literacy across the curriculum. 

 
Key Words: Literacy, Writing Across The Curriculum, Higher Education 
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MATERIALISM AS A MEDIATOR BETWEEN VALUES 
AND AFFECT 

 
Stephen C. Betts, William Paterson University 

Robert Laud, William Paterson University 
Bruce Diamond, William Paterson University 

 
ABSTRACT 

 
The consequences of human values are manifested in the vast array of phenomena that 

guide actions, attitudes, and judgements.  In this project we examine how values lead to higher 
levels of negative affectivity.  Negative affectivity is associated with a range of undesired emotions 
such as anger, contempt, distrust, guilt, fear and nervousness.  We found that materialism mediates 
the relationship between values and negative affectivity.  The implication is that by de-emphasizing 
the values that lead to materialism, we can reduce negative affectivity and increase life satisfaction 
and well-being.  
 

Key words: Values, Materialism, Negative Affectivity, Well-Being 
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ARTIFICIAL INTELLIGENCE: INCREASING 
BUSINESS PROFITS AT THE EXPENSE OF 

CONSUMER PRIVACY 
 

Martin S. Bressler, Southeastern Oklahoma State University 
Mark E. Bressler, U.S. Army Medical Service Corps-retired 

 
ABSTRACT 

 
Artificial Intelligence may be the most significant technological breakthrough since the 

development of computers. The promise of greater efficiency and effectiveness is very appealing, 
especially as that translates into more profitable businesses. The potential applications appear 
almost endless, crossing every industry and every form of business activity. The potential results 
cannot even be estimated. 

However, in our rush to be the first and the best, we need to take a good hard look at what 
we are doing and why we are doing it. We need to pause to ask questions and evaluate the answers 
to those questions. One particularly important question is “How much of our privacy are we 
willing to give up?”  

Artificial Intelligence can assist in detecting misinformation, but it can also assist in 
spreading misinformation when faulty algorithms collect incorrect data. An example of this occurs 
when customer demographic data mixes information from consumers with the same names. 
Persons who frequently relocate may also be more likely to have faulty consumer data collected 
by business research companies. 

In this paper, the authors examine this fascinating emerging technology with a preview of 
the technology’s business potential. We then raise some key questions that government, businesses, 
and ethicists should be addressing as this technology develops and expands.  

 
Key words: artificial intelligence, data privacy, right to be forgotten, data repurposing 
 
 

  



Institute for Global Business Research Conference Proceedings  Volume 7, Number 3 
 

6 
 

 

APPLYING TEXT MINING TO ASSESS CONSUMER 
PREFERENCES OF AMAZON HEADPHONE 

PRODUCTS 
 

Kuan-Chou Chen, Purdue University Northwest 
Keh-Wen “Carin” Chuang, Purdue University Northwest 

 
ABSTRACT 

 
This study seeks to analyze the effectiveness of the text mining process.  Customer review 

forums on Amazon headphones websites will be analyzed using text and data mining software.  
Data from feedback forums will be compiled and analyzed using a text miner software program.  
The relationships and patterns among keywords and their associations will be cluster-analyzed to 
gain a deeper understanding of the data.  

This text mining offers a unique technique of utilizing customer reviews to analyze the 
perceived value offered by the Beats by Dr. Dre brand customers’ opinions can be highly valued, 
but due to the large quantity of reviews for products it can be hard for businesses to analyze all of 
that information in a timely manner. The use of text mining will be used to cluster comments and 
user reviews to extract information which will produce our results set. The name of the product 
and price are offered below from the website Amazon.com.  The results will then be analyzed and 
then interpreted to determine the effectiveness of the text and data mining process.    

 
Key words:  Text mining, Customer review, Amzon, Cluster. 
 

INTRODUCTION 
 
Online post-purchase customer reviews play a crucial role in influencing consumer buying 

patterns.  E-commerce giants like Amazon, eBay etc. provide a platform to consumers to share 
their experience and provide real insights about the performance of the product to future buyers. 
In order to extract valuable insights from a large set of reviews, classification of reviews into 
positive and negative sentiment is required.  The text mining approach that we have used allows a 
company to analyze the unstructured data through text analytics in order to provide better insight 
into the competitive advantages of the brand they have created positioned against multiple 
theoretical independent variables for analysis. Text mining Analysis is a computational study to 
extract subjective information from the text.  By looking at these independent variables and 
assessing what these customer reviews represent it will allow management to make better strategic 
decisions in order to focus their marketing to the customers who are most likely to purchase the 
product.  In the proposed case, this text mining offers a unique technique of utilizing customer 
reviews to analyze the perceived value offered by the Beats by Dr. Dre brand. Customers opinions 
can be highly valued, but due to the large quantity of reviews for products it can be hard for 
businesses to analyze all of that information in a timely manner. The text mining is used to cluster 
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comments and user reviews to extract information which will produce our results set. The name of 
the product and price are offered below from the website Amazon.com. 

Beats by Dr. Dre have come onto the market in an accelerated and rapid pace due to the 
fame and popularity of rap producer Dr. Dre. These headphones are known for their recognized 
style and high popularity among celebrities and consumers. Once a consumer purchases the 
product from a source, in this case Amazon.com, they will be asked to fill out a review for the 
product they purchased. Once the review is filled the customer reviews are uploaded to the website 
and the next set of Beats purchasers have the ability to see what others have said about the product 
and these reviews have the potential to make or break a customer who wants to purchase these 
headphones. However, from a business standpoint these reviews are now seen as unstructured 
textual data that could be processed in order to help facilitate innovation or look into the spending 
habits of the customer. Our Text mining that we have developed allows a company to analyze the 
unstructured data through text analytics in order to provide better insight into the competitive 
advantages of the brand they have created positioned against multiple theoretical independent 
variables for analysis. By looking at these independent variables and assessing what these 
customer reviews represent it will allow management to make better strategic decisions in order 
to focus their marketing to the customers who are most likely to purchase the product.  
 
 
Model Manufacturer Price 

Beats Solo 2 Wired On-Ear Headphones Beats by Dr. Dre $149 

 
 

The Amazon reviews obtained from these products are going to reflect the real opinions, 
thoughts and feelings expressed by thousands of customers who have not only purchased the 
product, but felt the need to express what they have to say about it. Once organized, classified and 
clustered into each specific category these words can be useful information that the business can 
utilize in order to make better decisions and improve customer experiences. Big Data analytics is 
a process that can be utilized to accomplish these goals and in this case text mining will be applied 
in order to analyze the vast quantity of data contained in these reviews. Dr. Dursun Delen (2015) 
wrote “Real-World Data Mining” a textbook that analyzes the different methodologies and 
approaches that can help improve the business model and create a more efficient and secure data 
application. Delen gives us insight into how big data analytics can be utilized to help promote a 
clear business need by stating that “business investments ought to be made for the good of the 
business, not for the sake of mere technology advancements. Therefore, the main driver for Big 
Data analytics should be the needs of the business, at any level: strategic, tactical, or operations” 
(240). Many businesses already contain all the information necessary to accomplish Big Data 
analytics, Delen explains that “data warehouses have provided the data infrastructure for analytics. 
Success requires marrying the old with the new for a holistic infrastructure that words 
synergistically” (241). In this case analysis, Amazon customer reviews are going to provide us 
with the data infrastructure background and theoretical demographic and socioeconomic 
backgrounds are going to be applied to each review based on the firms chosen target markets and 
customer base. A firm that successfully accomplishes a big data analysis of their data warehouse 
is going to be able to answer many questions they may have about their products that may have 
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been hidden or overlooked due to traditional data analysis methods. These customer reviews can 
address a large variety of business problems. Delen explains that each firm is going to be able to 
address this vast list of problems including: 

 Process efficiency and cost reduction 
 Brand management 
 Revenue maximization, cross-selling, and up-selling 
 Enhanced customer experience 
 Churn identification and customer recruiting 
 Improved customer service 
 Identification of new products and market opportunities (244). 

Our text mining process is going to provide a solution to these problems whilst creating a 
database to allow for easy access, searching, and discovery. Big data needs to be organized into 
functional descriptive, predictive and prescriptive analytics in order to address the problems of the 
firm today and into the future. Data mining is going to be capable of providing that solution and it 
may already be capable with the information that each business already has stored inside their data 
warehouses.  

 
RESEARCH OBJECTIVES 

 
The goals of this study to using text mining approach is created to extract, store, and 

analyze unstructured data from Amazon.com, then this information could be converted into useful 
intelligence applications that can help a company make better strategic and focused decisions 
relating to their customers.  Specific objectives are as follows: 
 

1. To understand what test mining is and see how many enterprises are gaining 
significant strategic insights from its application. 

2. To gain hands-on experience in using and assessing text mining tools and 
software systems. 

3. To understand how to validate and evaluate the results and make appropriate 
decisions. 

4. To understand how a test mining exercise can fail, and what it takes to avoid 
costly failure. 

5. To gain knowledge to tackle online customer review for decision making.  
 

METHODOLOGY 
 
The text mining is going to consist of a series of steps that are going to work together in 

order to retrieve, compile and process the unstructured customer review data from the website 
Amazon.com. A web scrapping program called WebHarvy will be configured to retrieve customer 
reviews based on a schedule designated by the user. Once the reviews have been pulled from 
Amazon.com they will be uploaded into a database where further processing can begin. The user 
now has two paths in which they can choose to take. The first path will run the entire database of 
customer reviews in order look at all of the information together using the software IBM SPSS 
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Modeler. The second path starts by using either an interface or SQL in order to choose the 
parameters that the business wants to specifically look at and evaluate. Once the parameters have 
been selected they can then be pulled from the database and run using IBM SPSS Modeler. From 
here Modeler can choose many different formats to present the data by either presenting the data 
in a Microsoft Excel table or by presenting the user with a graph output of the processed 
information. From here the business analyst can evaluate and interpret the results of the customer 
reviews which will allow management to make better decisions within the company.  

 
ANALYSIS 

 
The text mining software, IBM SPSS Modeler. IBM SPSS Modeler has the ability to mine 

with algorithms that can discover new patterns and trends not seen within the large amounts of 
data without the assistance of a computer. Text mining has the ability to read a document and 
analyze the information contained within the document. It works by using Natural Language 
Processing algorithms, which can differentiate different words and phrases described in natural 
language. Text mining can also 
understand concepts within the 
text, extract them, and then 
categorize them in areas that 
make sense to the user. Words 
can be described as being 
qualitative data, by using a text 
miner that qualitative data can be 
converted into a type of 
quantifiable data that can be used 
to discover new patterns and 
concepts in order to facilitate 
better decision making. The 
community that can benefit the 
most from our Information 
System would have to be the 
research and marketing 
departments of a business. These 
departments would be able to 
apply our Text mining in the 
future in order to review all of 
the unstructured raw data 
coming in from the company 
website, surveys or sites like 
Amazon.com in order to see who 
is purchasing their products and 
what the customers are saying 
about their products. This 
business intelligence 
information can then be used to 
help focus innovation within 

Web scrapper 
pulls customer 

reviews.

Customer 
Reviews

DatabaseSelect Entire 
Database

SQL Parameter 
Selection

Text Analytics 
Processing

Output 
Selected 

Parameters

2Negative 1 2Positive

Results

Neutral

Excel Output

1
2

3
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their products or develop new marketing strategies to save on mass marketing spending. The 
process shown in our system helps to facilitate better customer relationship management by 
focusing on the feedback aspect of unstructured data in order to create information that can provide 
better support for marketing and thereby increasing sales. 

 
REFERENCES 
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PROFESSIONAL JOURNALS ON CHOICE OF 

ACCOUNTING AS A PROFESSION: A STUDY OF 
DIVERSITY 

 
Susan R. Cockrell, Austin Peay State University 
Jessica Springer, Austin Peay State University 
Rebecca Darden, Austin Peay State University 

 
ABSTRACT 

 
A leading source of information for accounting professionals and students stems from the 

professional accounting journals. Accounting revolves around constantly changing frameworks; 
therefore, staying up to date in this career field is dire. However, the images presented in these 
informative journals could have a lasting imprint on the diversity in the accounting profession as 
a whole. While still accounting students, these images could alter the choice of a profession if 
students do not see themselves represented in them. To address the importance the images 
presented could have on the potential job market, we conducted a content analysis that focuses on 
the primary accounting journals available to students. Then, we looked at the current diversity 
numbers for the profession. By using the Theory of Interactive Media Effects, also known as TIME, 
for our theoretical framework, we illustrated that the images presented in accounting journals 
directly correlated to the diversity in the profession. The information presented in this paper will 
help create a more inclusive work field needed in the accounting career path by creating an 
understanding of the images presented to potential employees. 

A modern issue in the accounting profession relates to the lack of diversity located in the 
career paths. Throughout the past decade, the United States’ diversity rose exponentially; 
however, the accounting profession appears to lack this same growth. According to recent studies, 
the overall number of minorities graduating with accounting degrees increased to 42% in 2020, 
yet the percentage of minorities working in CPA firms relatively stayed the same (Rosenstock & 
Shenkman, 2021). The lack of diversity growth in the field must have a cause. The research 
conducted throughout this paper illustrates that one of these causes could correlate to the images 
accounting journals present to students and potential employees like the theory of interactive 
media effects (TIME) justifies. Multiple other studies analyzed the impact of images within 
textbooks or books on diversity in other career fields like Susan Feiner’s study in 1993 and Wendy 
Tietz’s study in 2007; however, the information remains lacking for accounting within the journals 
the profession produces. The importance of gathering the effect of these journals stems from the 
exposure and audience they bring. Professional accounting journals typically include real 
accountants and people in the field; therefore, the impacts could have lasting effects on the 
readers. 

Understanding diversity, equity, and inclusion (DEI) and the components that hinder it 
creates an important barrier that needs to be broken in the accounting world. Kimberly Ellison-
Taylor (2023), a current CPA, states that within the field “there is a greater realization that DEI 
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is everyone’s concern.” Ellison-Taylor pleads with the public accounting world to finally take 
action change concerning inclusion problems. Ignoring the issues no longer can be an option. She 
further explains that, “Race, gender, how you worship, your age, who you love, and socioeconomic 
status remain conscious and unconscious biases,” (Ellison-Taylor, 2023) highlighting how these 
elements of people still play a role in accounting world’s perspective of individuals. Overall, using 
a TIME justification and trying to understand the images presented to the potential employees 
could help the accounting world face the diversity problems in their field. 
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THE SHRINKING OF ACCOUNTING MAJORS 
 

Rebecca Darden, Austin Peay State University 
Susan R. Cockrell, Austin Peay State University 

 
ABSTRACT 

 
Accounting is vital business: it interprets financial information used in the decision-making 

process; records and analyzes company data; and ensures compliance with tax code and other 
governmental regulations.  Without some form of accounting businesses would cease to exist.  
However, as important as accounting is to and in the business world, fewer students are choosing 
to major in accounting.   

Upon reviewing aspect literature on accounting majors, we have found various reasons 
that students initially choosing majors other than accounting or change after starting the 
accounting major.  Much research is available on numbers of majors and why they are chosen.  
The research mainly used surveys to determine specific demographic markers while also 
determining what major the students wanted to study.  Researching this topic would include 
gathering data, including demographics, to see if students are not choosing accounting to begin 
with or changing from accounting, and the reasons why.  While many ways are available to 
research this topic, the methodology used in this paper is an analysis of real life surveys.  The 
theoretical framework used is the social influence theory which is the arguing factor for this 
research.  

Accounting has a large impact and importance in the world, but the lack of interest in 
accounting as a major is concerning.  Many theories address the lack of accounting majors: the 
level of difficulty, GPA requirements, the changes in business environment, and financial reasons.  
The 150 required credit hours could also be a large contributor to the lack of accounting majors.  

After understanding the importance of accounting, it is important to understand the effects 
of demographics of accounting majors.  According to research, gender and age can affect the 
number of accounting majors.  Some sources suggest that the younger the student is the less likely 
they will be interested in accounting as a major due to claims of the courses being too hard and 
time consuming.  When surveyed the results were skewed between genders with females having a 
higher percentage than males when it came to majoring in accounting.  Research has also shown 
a lack of racial diversity among accounting majors.  Research indicates that students choose to 
major in accounting mostly based upon their knowledge and familiarity of the subject or career 
field.   Some studies revealed that students found the major accounting intimidating and that it 
was possibly a reason less students are choosing to major in it.  

With the decline in accounting being chosen as a major, many universities struggle to fill 
their accounting classes.  This is not caused by just one reason.  Research shows multiple reasons 
students choose to not be an accounting major.  The decrease in accounting majors is a big 
problem for the accounting programs in universities, for the accounting firms, industry, and others 
recruiting accounting majors, and for the future of the profession.  With less accounting majors 
there will be less accountants in the world.  With the lack of accounting majors, businesses will 
begin to lose the older generation as they retire and will be left with few to choose from. 
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MODELING AIR PASSENGER MARKET DEMAND 
VOLATILITY FOR LARGE AIRPORT HUBS IN THE 

UNITED STATES 
 

Fassil Fanta, Brenau University 
Selcuk Ertekin, Brenau University 

 
ABSTRACT 

 
This paper studied the passenger demand volatility for top, middle and low-ranking large 

airport hubs in the United States using econometric time-series modeling. We model volatility 
using a generalized autoregressive conditional heteroscedasticity (GARCH) model. For valid 
comparisons among airports of different rankings, we standardized the volatility measures for 
both domestic and international revenue passenger miles. Our findings indicate that top-ranking 
airport hubs such as Atlanta Hartsfield–Jackson International Airport shows more stable revenue 
passenger mile compared to middle and lower-ranking airports hub such as Tampa and Orlando 
international airports. In the past decade, airports of all rankings seem to experience less volatility 
compared to the beginning of the decade. This may be due to better travel experience due to 
improvements in flight-related technology and better airport management practices.  The middle 
and low-ranking airports also indicate high volatility for international revenue passenger miles 
possibly due to capacity issues and being near to international destinations where most air travels 
are leisure related. On the contrary, top-ranking airport shows relatively high volatility for 
domestic revenue passenger miles.  This is mainly due to the existence of domestic market 
competition among airlines operating in these large hubs. 

 
Key words. Airport, Demand Forecasting, Volatility of Passenger Air Demand, Large 

Airport Hubs 
 

INTRODUCTION 
 
This study examines the air travel market demand volatility for large American airport 

hubs. We focused on the top, middle and low-ranking large airport hubs in the United States using 
econometric time-series modeling in order to make a comparison and explain the determinants of 
volatility differences. Market demand analyses are vital for airport managers as many strategic 
marketing plans depend on the details of expected passenger flows and revenue mileage. Mainly 
due to increasing world population and global income rise, it is expected that the global aviation 
traffic will increase steadily in the upcoming decade both in the United States and globally. Yet, 
there are small number of studies that explore the underlying dynamics and a wide variety of 
factors that may influence how the airport demand is observed. This is not ideal particularly for 
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understanding the demand for the U.S. airport hubs, as we expect higher instability in developed 
markets (Chai et al., 2014). 

 
REVIEW OF LITERATURE 

 
Srinidhi and Manrai (2013) categorize factors that influence air travel demand under two 

types; the economic factors which involve commercial, industrial and cultural activities and 
service dependent factors that mainly deal with quality, airfare, schedule frequency, delay and 
other technology utilization related factors. As part of basic infrastructure, airport hubs involve 
movement of goods and people as a necessary means for economic growth. High initial capital 
investments and long operational cycles which result in significant barriers to entry characterize 
hub and spoke systems. As a consequence, hubs are a key element of a wider functioning economy 
and customer demand for airport hubs are expected to be relatively inelastic within traditional 
economic cycles (Foundation and Endowment Money Management, 2014). Corrrenti et al. (2006) 
adds that as a consequence of increasing demand for air transportation, airport congestion pushes 
air traffic control and safety to the limits and delays are observed. Therefore, air transport demand 
analyses are needed in order to foster regional economic development. 

Current business environment is further complicated with recent trade tensions between 
US and China, underperforming emerging economies, overall stalled global economic growth, 
political uncertainties, and currency volatility (Friedman, 2019). Therefore, we believe all of these 
add to the complicated nature of air transportation demand.  Overall, the competition in the aviation 
industry is highly competitive which translates into unpredictability and the consequent volatility 
(Dimitriou, 2018). While there are studies that looked at air transport demand using econometric 
series modeling, time series and regression methods, no studies addressed the effects of volatility. 
We aim to address this gap in the literature and try to address how the effects of volatility is 
observed for top, middle and low-ranking large airport hubs in the United States. 

 
METHODOLOGY 

 
Adrangi, Chatrath and Raffiee (2001) studied the US airline industry's service demand and 

found that GARCH models are useful in analyzing the US airline industry's service nonlinear series 
where GARCH models outperform autoregressive models. Likewise, in order to measure the 
volatility of the revenue passenger mile (RPM) for each airport of different size, we used a 
generalized autoregressive conditional heteroscedasticity (GARCH) model. Proposing the 
GARCH model, Bollerslev (1986) suggests that the conditional variance of a time series depends 
upon the squared residuals of the process. By modeling the conditional variance in this manner, 
the author introduces heteroscedasticity to the conditional variance. Extending the earlier work, 
Bollerslev et al. (1992) introduce a time-varying conditional variance, GARCH (p, q). In general, 
a macroeconomic variable, 𝑦𝑦𝑡𝑡, can be modeled as GARCH (p, q), as follows: 
 

𝑦𝑦𝑡𝑡 = 𝜇𝜇𝑡𝑡 + 𝜀𝜀𝑡𝑡                                                                  (1) 
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𝜀𝜀𝑡𝑡|𝛺𝛺𝑡𝑡−1 ≈  𝑁𝑁 (0,ℎ𝑡𝑡)                                                   (2) 

ℎ𝑡𝑡   = 𝜎𝜎 + ∑ 𝛽𝛽𝑖𝑖ℎ𝑡𝑡−𝑖𝑖
𝑝𝑝
𝑖𝑖=1 + ∑ 𝛼𝛼𝑗𝑗

𝑞𝑞
𝑗𝑗=1 𝜀𝜀𝑡𝑡−𝑗𝑗2                    (3)  

where 𝜇𝜇𝑡𝑡 the mean of 𝑦𝑦𝑡𝑡  is conditional on the information set Ωt–1. To ensure that the 
conditional variance,ℎ𝑡𝑡, is positive, the following inequality restrictions are imposed: σ > 0, βi ≥ 0, 
and αj ≥ 0. Theoretically, the GARCH-type modeling of volatility offers a more precise measure 
of volatility since it allows time dependence of the second moment of a random variable. This is 
specifically relevant with clustering time series. However, the application of the GARCH-type 
modeling to measure volatility requires high-frequency observations and long time series.  

Individual volatilities of revenue passenger miles (RPM) for each airport (low, medium 
and large size) are estimated using the standard GARCH (1, 1) modeling technique. The volatility 
that is constructed using GARCH (1, 1) is subsequently be standardized as follows: 

 

𝑆𝑆𝑆𝑆𝑑𝑑𝑅𝑅𝑅𝑅𝑅𝑅 = ��
𝑉𝑉𝑖𝑖 − 𝑉𝑉�𝑖𝑖
𝛿𝛿𝑖𝑖

�
3

𝑖𝑖=1

                                  (4) 

Where, 𝑉𝑉𝑖𝑖  and  𝑉𝑉�𝑖𝑖  represents volatility measure of RMP for each airport size (i) and its 
respective mean. 𝛿𝛿𝑖𝑖 is the standard deviation of individual volatility. The standardization procedure 
is necessary for comparing the volatility of airports with different size.  

 
RESULTS AND DISCUSSION 

 
The chart below for Atlanta airport (top-ranking larger hub) shows the revenue passenger 

mile for domestic flight is following the same trend in the past decade. However, the international 
domestic revenue passenger mile shows signs of stability since 2006. It shows no difference 
whether we standardize the volatility measures or not. Compared to domestic flights, international 
flight shows more stability since local demand fluctuates in response to domestic competitions and 
other forms of travel opportunities which are close substitutes. 
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The charts below show results of the revenue passenger mile volatility for mid and low-

ranking large hubs. Both airports suffer from a high international flight volatility in recent times. 
Compare to other hubs, the low-ranking airport hub (Orlando) experiences the highest volatility 
for international revenue passenger miles signaling smaller airports are more susceptible to higher 
volatility that needs to be properly managed. These results are consistent with previous studies 
airports worldwide experience a significant degree of seasonality, and larger airports are less 
affected (Dobruszkes et. al, 2022). On the one hand, diverse travel purposes related to larger cities, 
sphysical geography, remoteness and appropriate weather throughout the year induce stable seat 
capacity. 
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CONCLUSION 
 
We employed the econometric time series modeling and explored both standardized and 

non-standardized volatility measures for top, mid, and low-ranking large hubs in the United States. 
We found that top-ranking airports experience less significant air travel demand volatility 
compared to mid and low-ranking airports. More importantly, larger airports enjoy more 
international demand stability due to the diverse travel purposes in large hubs. Comparatively, mid 
and low-ranking experience better demand stability for domestic travel demand.  

We also note that in the past decade, airports of all rankings seem to experience less 
volatility compared to the beginning of the decade. This may be due to better travel experience 
due to improvements in flight-related technology and better airport management practices.  The 
middle and low-ranking airports also indicate high volatility for international revenue passenger 
miles possibly due to capacity issues and being near to international destinations where most air 
travels are leisure related. On the contrary, top-ranking airport shows relatively high volatility for 
domestic revenue passenger miles.  This is mainly due to the existence of domestic market 
competition among airlines operating in these large hubs. These results can be used for better 
revenue management among various airports by focusing on their comparative advantages based 
on demand stability.  
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THE EFFECT OF PATIENT’S OPINIONS ON THE 
FINANCIAL CONFLICTS OF INTEREST IN CANCER 

RESEARCH TRIALS 
 

Conrad Francis, Bethune Cookman University 
Akins Ogungbure, Troy University 
Charles Chekwa, Troy University 

 
ABSTRACT 

 
Clinical trials during the testing of medication are a necessary procedure to validate the 

efficacy of and safety of new medications. The authors of this research seek to determine patient’s 
opinions about the financial conflicts that may arise from this procedure with a view to with a view 
to determine if the clinical trials are affected by financial conflicts of if they are influenced by 
them. 
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AN ANALYSIS OF THE EFFECTIVENESS OF 
CHATGPT AND ITS IMPACT ON 

ENTREPRENEURSHIP EDUCATION 
 

Laurent Josien, SUNY Plattsburgh 
 

ABSTRACT 
 
Every so often the field of higher education is taken over by a new “storm”, the last three 

being the emergence of online education compared to traditional brick and mortar education, the 
impact of remote learning forced by Covid-19, and the latest one, the emergence of Artificial 
Intelligence (AI) as seen in ChatGPT and its impact on education. This paper focuses on the 
potential impact of ChatGPT or other AI in entrepreneurship education by using ChatGPT and 
ascertain its entrepreneurial abilities compared to students’ work.    

 
INTRODUCTION 

 
The field of higher education is a field that is not known for is rapid change to a changing 

environment and as a result tends to have strong reactions when new technologies emerge which 
could have an impact on the field. The first introduction of a different teaching model can be traced 
to the early 1800’s when the University of Chicago started to offer distance education for teachers 
and learners, who were at different locations (Mclsaac & Gunawardena, 1996). With the 
development of technology, the first fully online course was offered in 1981, and the first online 
program was established by the Western Behavior Sciences Institute in the following year 
(Harasim, 2000). The advent of the World-Wide Web (WWW) in 1991 was a powerful catalyst 
for moving distance education forward and resulted in the rapid expansion and growth of online 
teaching and learning (Sun & Chen, 2016). Since then, colleges and universities both in the United 
States and around the world have offered not only just online courses but entire degree programs 
online as well (Wallace, 2003). As a result, there have been many vigorous debates and thorough 
studies on the differences between online and face-to-face classroom teaching (Sun & Chen, 2016). 

The newest issue that is currently developing is the advent of artificial Intelligence (AI), 
where a learner can go online and have an AI creating work on their behalf, where basically, the 
AI do the homework for the learner. AI is a machine’s ability to perform the cognitive functions 
we associate with human minds, such as perceiving, reasoning, learning, interacting with an 
environment, problem solving, and even exercising creativity. AI have been around for a while 
now, voice assistants like Siri and Alexa are founded on AI technology, as are some customer 
service chatbots that pop up to help you navigate websites. However, these were limited in what 
they could offer. Lately, the new AI machines like ChatGPT or Bard, take thing even further and 
has become an issue in higher education. As a result, a flurry of reactions was seen from all over 
the higher education field, for example, the University of Alberta, Statements of Expectations 
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(Syllabus), gives an overview of writing a syllabus statement and examples of four different 
approaches: “AI Use Integrated into Course”; “Community of Learners Agreement AI Use”; 
“Instructor-Specified AI-Use”; and “No AI Use Allowed.” Many more university have created 
their own input about how AI should or shouldn’t be used in their campuses: 
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COMPENSATION DISCLOSURE AND FIRM MARKET 
PERFORMANCE WITH THE MODERATING EFFECTS 
OF CORPORATE GOVERNANCE: EVIDENCE FROM 

SWITZERLAND 
 

Mehtap Aldogan Eklund, University of Wisconsin La Crosse 
Mehmet C Kocakulah, University of Wisconsin La Crosse 

Sergey Komissarov, University of Wisconsin La Crosse 
 

ABSTRACT 
 
Research Question/Issue: The paper examines association between compliance with 

compensation disclosure regulations and firm’s market performance under the moderating effects 
of corporate governance. 

Findings: We document a positive association between compensation disclosure 
transparency and Market to Book value. CEO duality has an adverse effect on this positive 
relationship. We also document a significant moderating effect of larger board sizes on the positive 
association between compensation disclosure transparency and Market to Book value. 

Theoretical/Academic Implications: The main contributions of this paper are two-fold. 
First, we create a valid and reliable compensation disclosure index. Second, we find a moderating 
variable, helping to reconcile conflicting findings in the extant literature. This study is the first one 
measuring moderating effects of corporate governance on disclosure and firm performance. 

Practitioner/Policy Implications: The result is significant for policy makers and executives 
because it explains the impact of corporate governance on firm’s future market performance. This 
paper also contributes to our understanding of the consequences of compensation disclosure 
regulations in Switzerland. 

 
Key words: Executive compensation disclosure, firm performance, corporate governance, 

agency theory and positive accounting theory. 
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THE IMPACT OF GAAP GUIDANCE ON ASSET 
RETIREMENT OBLIGATIONS: AN INVESTOR 

PERSPECTIVE 
 

Sergey Komissarov, University of Wisconsin – La Crosse 
Terry Warfield, University of Wisconsin - Madison 

  
ABSTRACT 

  
We evaluate the value relevance of financial reporting following implementation of 

Statement of Financial Accounting Standards No. 143, Accounting for Asset Retirement 
Obligations and Financial Interpretation No. 47, an implementation guidance for Statement No. 
143. 

We use a sample of companies that adopted either FIN 143 or the subsequent Interpretation 
47, when they became effective.  Successive issuance of Interpretation 47, following issuance of 
FIN 143, created a natural experiment, which we exploit in order to evaluate effects of 
authoritative guidance. 

We document results consistent with diminishing value relevance of financial reporting 
following implementation of the financial reporting guidance contained in ASC 410 with respect 
to former SFAS 143 and FIN 47. These results provide quantitative evidence relevant to the debate 
over complexity of US GAAP and rules-based versus principles-based reporting standards. 

 
Key words: asset retirement obligations, authoritative guidance, ASC 410, FIN 143, 

Interpretation 47, principles-based reporting. 
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ANTECEDENTS OF CULTURAL INTELLIGENCE OF 
UNIVERSITY EMPLOYEES: DEVELOPING CULTURAL 

INTELLIGENCE IN HIGHER EDUCATION 
Lada Kurpis, Gonzaga University 
Molly Pepper, Gonzaga University 

 
ABSTRACT 

 
Description: A survey of non-faculty staff at a small private university using the 20-item 

Cultural Intelligence (CQ) scale (Van Dyne, Ang, and Koh, 2008) revealed that younger (<46 
years old) age and more frequent contact with diverse populations of students are associated with 
higher levels of Cultural Intelligence. 

 
Key words: Cultural Intelligence, marketing of higher education, management of higher 

education, antecedents of Cultural Intelligence. 
 

EXTENDED ABSTRACT 
 
Research Question 
Cultural intelligence (CQ) is defined as “an individual’s capability to function and manage 

effectively in culturally diverse settings” (Ang and VanDyne, 2008, p. 3). Cultural intelligence is 
not a personality trait, but a skill (Ang & Van Dyne, 2008) that can be developed by any 
psychologically healthy adult who has the motivation and the opportunity to learn. Empirical 
research demonstrated that cultural intelligence of employees is linked to better performance of 
organizations along multiple dimensions. For example, Fujimoto and Presbitero (2020) have 
demonstrated a positive relationship between perceived supervisor CQ and intercultural 
cooperation within an organization. Zhang et al. (2022) found evidence of positive effects of CQ 
on knowledge management in multinational corporations. 

Fostering the development of employees’ cultural intelligence in higher education takes on 
additional significance in light of increased diversity on American campuses. Our study 
contributes to understanding of antecedents of cultural intelligence. Even though it appears that 
with age, individuals have a chance to develop greater cultural intelligence, making age an 
antecedent of cultural intelligence (Ang and Van Dyne, 2008), this study seeks to explore the 
possibility of the generational effects that might modify or even counter the effect of age on 
cultural intelligence. Specifically, we propose that older age does not automatically translate into 
greater individual cultural intelligence. Rather, the accumulation of intercultural skills will occur 
only if an individual has a motivation and an opportunity (through frequent and prolonged contact) 
to interact with the representatives of other cultures. Development of cultural intelligence, as 
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discussed earlier, requires the accumulation of specific knowledge and skills as well as the 
development of a specific mindset. 

Specifically, we set forth two formal hypotheses and one research question: 

H1: Younger respondents will score higher on cultural intelligence compared to the older 
respondents. 

H2: Employees who frequently and closely interact with the students will have higher cultural 
intelligence scores compared to the employees who maintain limited contact with the students. 

Additionally, this study seeks to explore the reliability of CQ Scale (Van Dyne, Ang, and 
Koh, 2008) for assessing the employees’ cultural intelligence at a higher education institution. 

RQ1: Does CQ Scale generate acceptable levels of statistical reliability and is it suitable for 
assessing employees’ levels of cultural intelligence at a higher education institution? 

Method and Data 
The data were collected in a small religiously affiliated private university in the Pacific 

Northwest of the United States. An invitation to participate in the online campus climate survey 
was sent to the employees via a university-wide e-mail. The data collection for this study was done 
using the opportunity to “piggyback” on a university-wide campus climate survey. To maximize 
the response rate, the organizers of the survey, including one of the co-authors, sent two reminder 
e-mails urging the employees to participate. The incentive to participate was a chance to win an 
iPad. The response rate in this survey was 56 percent which resulted in 306 usable surveys. 

While racial diversity was not a characteristic trait of our sample (90.5 percent of 
respondents described themselves as Caucasian, see Table 1), cultural diversity of our respondents 
likely stemmed from the variety of the religious traditions they were adhering to as well as from 
the differences in their education, sexual orientation, and life experiences (e.g., age range). Women 
comprised the majority of the respondents (63.7 percent, see Table 1). 

 

Table 1: Demographic characteristics of the sample 

Demographic variable Number of respondents Percentages 
Gender   
Female 195 63.7 
Male 82 26.8 
Age   
25 and under 8 2.8 
25-35 62 22.1 
36-46 71 25.4 
47-65 127 45.4 
66 and older 12 4.3 
Demographic variable Number of respondents Percentages 
Race   
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White 248 90.5 
Multiracial 14 5.1 
Hispanic/Latino 4 1.5 
Asian 4 1.5 
American Indian 2 .7 
African American 2 .7 
Education   
High school or less 10 3.6 
Some college 34 12.1 
Associate degree 19 6.8 
Bachelor’s degree 103 36.8 
Graduate or postgraduate degree 114 40.7 
Disability status   
Not disabled 264 95.3 
Disabled 13 4.7 
Sexual orientation   
Heterosexual 271 97.1 
LGBT 8 2.6 
Religion   
Catholic 97 36.3 
Protestant 59 22.1 
Other Christian 49 18.4 
Buddhist 3 1.1 
Latter Day Saints (LDS) 2 .7 
Jewish 1 .4 
No organized religion 36 13.5 
Atheist or agnostic 20 7.4 

 
Table 2 breaks down the participants by their job status (managerial vs. non-managerial 

positions) and by the type of the work they performed for the university. The respondents’ term of 
service at the university ranged from 1 month to 35 years, with the average of 9.1 years.  

 

Table 2: Work-related characteristics of the sample 

Job status   
Managerial positions (manager, 
director, or supervisor) 

93 33.6 

Non-managerial positions 184 66.4 
University divisions   
Administration, planning & finance 94 35.7 
Academics 80 30.3 
Student life 46 17.4 
Athletics 14 5.3 

All subscales of the CQ Scale have demonstrated sufficient reliability in our sample. 
Cronbach alphas for all subscales exceeded the generally recommended minimum level of .7 
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(Nunnally, 1978). The means, standard deviations, and Cronbach alpha coefficients for each 
subscale and for the composite CQ scale are reported in Table 3. 

Table 3: The means, standard deviations, and Cronbach alpha coefficients for the Cultural Intelligence Scale 
and for its subscales 

CQ subscales Mean Standard Deviation Cronbach alpha 
Metacognitive CQ 17.52 3.29 .796 
Cognitive CQ 19.85 6.14 .913 
Motivational CQ 22.79 3.98 .801 
Behavioral CQ 20.68 4.54 .855 
Overall CQ Scale 81.31 14.91 .933 

 
Summary of Findings 
Hypothesis 1 predicted that younger respondents will have higher CQ scores compared to 

the older respondents. To test H1, we transformed the Age Group variable (see Table 1) into the 
new variable with two categories: “45 and younger” and the “over 45 years-of-age” (139 and 134 
respondents, respectively). The reason behind the decision to recode the Age Group variable was 
that, at the time of conducting the survey, the 45 years threshold was approximately corresponding 
to the split between the older generations (Baby Boomers and the Silent Generation) and the 
younger generations (Gen X-ers and Millennials) represented in the workforce. The “over 45” age 
group, thus, represented the age cohorts that came of age of when American society was less 
ethnically diverse. In contrast, Gen X-ers and Millennials grew up while interacting with people 
of various ethnic backgrounds. 

To test H1, we ran the independent samples T-test with the CQ Scale and the four CQ 
subscales as dependent variables and the 2-category Age Group variable as the grouping variable. 
The results are largely supporting H1. The overall CQ scores (t(272)=2.14, p<.05), the 
Metacognitive subscale scores (t(270)=4.59, p<.05), the Cognitive subscale scores (t(269)=1.69, 
p<.09), the Motivational subscale scores (t(271)=1.85, p<.07), and Behavioral subscale 
(t(271)=3.02, p<.05) were all higher for the younger age cohort than for the older (the “over 45 
group”) employees. Even though this difference only reached borderline significance for the 
Cognitive and Motivational subscales, the overall pattern was very consistent for all dimensions 
of cultural intelligence. 

Recall that H2 states that the employees who frequently and closely interact with the 
students have higher cultural intelligence scores compared to the employees who interact with the 
students on a less frequent basis. To test for H2, we divided all employee categories (see Table 2) 
into two types. The Academics, Student Life, and Athletics employees are engaged into more 
frequent and close contact with the students as part of their daily duties (teaching, advising, 
counselling, and coaching). Administrative staff was assigned to another category since their 
duties do not result in everyday contact with the students. The CQ scores for these two categories 
were compared using the independent samples T-test. The results largely supported H2 across all 
dimensions of CQ. The employees engaged in a regular contact with the students scored 
significantly higher on the overall CQ scale (the sum of the 4 CQ subscales), specifically, 
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t(256)=2.82, p<.01). Likewise, the Cognitive scores (t(253)=2.65, p<.01) and Motivational scores 
(t(255)=2.55, p<.05) were significantly higher for the “frequent contact” category of employees, 
while the Metacognitive scores (t(254)1.86, p=.06) and Behavioral scores  (t(255)=1.85, p=.06) 
were marginally significantly higher for the “frequent contact” employees. 

 
Key Contributions 
Overall, our study provided yet another empirically tested confirmation of the reliability of 

the 20-item Cultural Intelligence scale (Van Dyne, Ang, and Koh, 2008) and of its subscales on a 
sample of university staff members. Cronbach alpha values for the overall CQ scale and for all 
four of its subscales (Metacognitive, Cognitive, Motivational, and Behavioral) exceeded .7, 
indicating sufficient levels of reliability (Nunnally, 1978). 

The overall CQ scores (t(272)=2.14, p<.05), the Metacognitive subscale scores 
(t(270)=4.59, p<.05), the Cognitive subscale scores (t(269)=1.69, p<.09), the Motivational 
subscale scores (t(271)=1.85, p<.07), and Behavioral subscale (t(271)=3.02, p<.05) were all higher 
for the younger age cohorts than for the older (the “over 45”) employees. Even though this 
difference only reached borderline significance for the Cognitive and Motivational subscales, the 
overall pattern was very consistent for all dimensions of cultural intelligence. This pattern supports 
our view of the younger, more diverse generations of Americans, as the ones possessing higher 
levels of cultural intelligence. Another finding of our study supports the view of Cultural 
Intelligence as of an individual capacity that is enhanced by practice. The hypotheses predicting 
that respondents who frequently interact with diverse student populations would exhibit higher 
levels of cultural intelligence was largely supported. Cognitive and Motivational scores, in 
particular, were significantly higher for the “frequent contact” category of employees.  

Any educational institution, by nature of working with increasingly diverse populations 
should be interested in fostering high levels of cultural intelligence in its employees to ensure 
better performance. To approach this process strategically, an institution will need to start by 
assessing CQ of its employees. We advocate for the wider use of the 20-item Cultural Intelligence 
scale (Van Dyne, Ang, and Koh, 2008) by educational institutions for this purpose. The scale is 
easy to administer and score. It has a proven record of validity and reliability. One of the most 
obvious advantages of the 20-item CQ scale is that it yields not just the overall CQ score but also 
more granular data on employees’ Metacognitive, Cognitive, Motivational, and Behavioral scores. 
We advocate for conducting regular assessments of university employees’ cultural intelligence. 
Future research is needed to design the most efficient training for each type of CQ deficiency that 
might be revealed through assessment. Other directions for future research in the area might 
include exploring and measuring the most direct impact of cultural intelligence on employee 
performance specifically in higher education. 
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THE IMPACT OF COVID ON FIRM PERSONNEL 
POLICIES 

 
Steven Livingston, Middle Tennessee State University 

Murat Arik, Middle Tennessee State University 
 

ABSTRACT 
 
In 2023, MTSU’s BERC released a survey of hundreds of businesses concerning the wages 

and benefits that they offered. This survey covered the 40 counties of the Middle Tennessee region. 
This is a biannual project for the BERC, with the previous study released in 2021. The major 
intervening event was, of course, COVID. This paper uses these survey results to investigate how 
COVID impacted company practices.  We examine changes in the location of work and scheduling, 
pay practices, employee turnover and absenteeism, and COVID-related healthcare, among other 
challenges.  How did businesses adjust or change their operations to deal with one of the biggest 
disruptions that most of them had ever seen? 
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ABSTRACT 

 
The current project examines Academic Dishonesty (AD) beliefs and behaviors in an 

underexamined population, Finnish business students. Finland provides a unique example because 
of having a national religion (Evangelical Lutheran) that is heavily intertwined with their culture 
and public education. We surveyed undergraduates (n=136). We used two scales, one of ethical 
attitudes, one of ethical behaviors, both of which had high reliability. We reduced the items 
through factor analysis and found three facets of religion impacted academic ethics: 
denomination, intensity, and level of participation.  
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DO COMMUNITY BANKS IN FAST-GROWING 
METROPOLITAN AREAS OUTPERFORM RURAL 

COMMUNITY BANKS? 
 

Nicole A. Morrison, University of Texas Rio Grande Valley 
 

ABSTRACT 
 
Prior research found that community banks in rural areas outperformed community banks 

in metropolitan areas in terms of pre-tax return on assets and the variables contributing to it. 
However, a study on community banks by the FDIC in 2020 mentioned that community banks in 
the fastest growing metropolitan areas from 2010 through 2020 performed better than those in 
other metropolitan areas without comparing that performance to rural community banks. This 
study addresses that gap using a 2014 dataset and finds that, on average, community banks in the 
fastest-growing metropolitan statistical areas do not outperform rural community banks. The 
summary data suggests that high cost of operations, likely labor and real estate, offset higher net 
interest margins and fee income in those fast-growing areas. 

 
INTRODUCTION 

 
Despite declining numbers, over 15,000 to under 6,000, since deregulation of the US 

banking system begun over 30 years ago, community banks still play an important role in the US 
economy because of the portion of local microenterprise businesses they fund through lending. 
Small businesses employ most of the people in the US and community banks are also local small 
businesses whose shareholders are also residents of the areas they serve. Prior studies on 
community banking such as the 2012 FDIC Community Banking Study failed to provide an 
accurate representation of community bank profitability and risk because those studies grouped 
rural community banks (RCBs) and metropolitan community banks (MCBs) together. Morrison 
and Escobari (2020) demonstrated that rural community banks, which rarely have nationwide 
megabanks operating in their geographic area, are more profitable than MCBs where those banks 
compete directly with megabanks for both deposits and creditworthy borrowers. The updated 2020 
FDIC Community Banking Study did examine metropolitan banks separately and reported that 
community banks in the fastest growing metropolitan areas (FGMCB) between 2010 and 2020, 
which also had significant inflows of younger individuals, outperformed MCBs in the stable or 
declining metropolitan areas. However, that study failed to examine if FGMCBs were more 
profitable than RCBs. The McAllen-Edinburg-Mission metropolitan statistical area (MSA) is one 
of the top 20 fastest growing MSAs during that period. This study uses the December 2014 FDIC 
dataset to compare RCBs, MCBs, and FGMBs on the variables contributing to community bank 
profitability. 
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DESCRIPTION OF DATA 

 
This study uses the annualized values from the FDIC dataset for the fourth quarter of 2014. 

It contains the entire population of FDIC insured banks operating in the US, which was 6,518 
banks. The variables in the dataset are equivalent to the quarterly or year-end financial reports for 
a publicly traded company but with variables specific to banking. While most community banks 
are not publicly traded, all FDIC insured banks must provide reports on specific financial variables 
every quarter to the FDIC and those reports are available for public review via the FDIC website. 
While Morrison and Escobari provided their dataset from the 2020 publication which covered 
2000 through the end of 2014, they did not retain the specific MSA code variable, only that it was 
a rural or metropolitan bank. However, since the original conference version covered from 2000 
through 2013, they did have the original 2014 FDIC dataset that was added to the prior data, and 
it does have the specific MSA code needed for this study. Given that December 2014 is in the 
middle of the 2010 to 2020 period of interest and sufficiently far enough away from the Great 
Recession to not have the large fluctuations seen during that period, I use that dataset for this study. 

The main dependent variable of interest in this study is Return on Assets (ROA); which is 
a ratio of net profit to total assets. Almost all assets on a bank’s balance sheet are the loans extended 
to borrowers and the owner’s equity is a much smaller percentage of assets when compared to 
traditional businesses, so for banks ROA is a better measure of performance than return on equity. 
Because about one-third of community banks are Type-S corporations (FDIC, 2012), where the 
bank does not pay income tax but passthrough those profits to shareholders who pay the income 
tax as individuals, pre-tax ROA, FDIC variable roaptx, is used to measure Type-S and Type-C 
banks on an equivalent measure. I also examine the main variables contributing to ROA in the 
banking industry as dependent variables.  Banks generate income by taking in deposits from 
customers and then lending it out to borrowers. The difference in the interest paid to depositors 
and the interest charged to borrowers is known as the Net Interest Margin, FDIC variable nimy 
with the y indicating the annualized value as opposed to the quarterly value. Banks also generate 
non-interest income from fees charged for services such as overdraft fees, fees for wire transfers, 
or letters of credit and this is FDIC variable noniiay. Like all businesses, banks pay employees, 
rent, and operational costs, and things like insurance. These are non-interest expenses, FDIC 
variable nonixay.   

The dataset contains 6,518 banks. Since this study focuses on community banks, I dropped 
481 non-community banks with the value of 0 in the variable CB which denotes if a bank meets 
the FDIC definition of a community bank. The FDIC dataset contains a field (cbsa_metro) with 
the government assigned metropolitan statistical area (MSA) code for banks located in one. If the 
field is null, it is a rural bank. I used this field to populate a new variable rural_metro_fmetro with 
1 for rural banks and 2 for metropolitan banks. I then used a list of the MSA codes for the Top 20 
fastest growing metropolitan areas from the 2020 Census to replace rural_metro_fmetro with 3 for 
those 20 MSAs. This resulted in rural=1, metro=2, and fmetro=3. From summary data, rural 
makeup 47.5% with metro constituting 45.8% and fast growing metros (fmetro) from those 20 
metro areas representing only 6.6% of all community banks.    

Using the STATA summary command, I viewed a summary of the variables of interest and 
identified minimum and maximum values that were extremely out of the expected range. Because 
these are ratio values, this occurs with new banks, called de novo banks, failing banks, and can 
also be the result of data errors. For example, while one expects minimum and maximum values 
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in a range of negative to positive low double digits, there were maximum values between 300 and 
500. I first dropped 26 de novo banks that started after 2009 and then dropped 2 banks that had 
values over 25 for ROAPTX. This resulted in 6009 observations with minimum and maximum 
values that fall within the expected ranges and Table 1provides the summary values. 

 

Econometric Model 

I first review the summary data for the variables sorted by category, see Table 1. 
 

Table 1 
Summary Data 

Rural Banks 
Variable Mean Std. Dev. Min Max 
roaptx 1.094549 0.758344 -6.48334 12.08246 
nimy 3.694875 0.731275 0.304466 9.045261 

noniiay 0.641451 1.023456 -1.10461 41.09481 
nonixay 2.85046 1.10367 0.33536 39.92768 

Metro not Fast Growing 
Variable Mean Std. Dev. Min Max 
roaptx 0.87638 0.965497 -9.42628 7.852003 
nimy 3.638243 0.81361 0.121266 14.36196 

noniiay 0.792428 1.543881 -2.43719 38.45153 
nonixay 3.175234 1.603931 0.146892 38.16859 

Fast Growing Metro Areas 
Variable Mean Std. Dev. Min Max 
roaptx 0.962454 1.226437 -7.67198 11.42867 
nimy 3.945849 0.959267 0.1484 11.17814 

noniiay 0.921839 1.775414 -0.55404 23.65819 
nonixay 3.485738 2.235913 0.128972 34.48099 

 
 I then regress nimy, noniiay, nonixay and rural_metro_fmetro on roaptx and check for 

heteroskedasticity by plotting the residuals and running the Breusch-Pagan test using the STATA 
estat hettest command. The plot shows the residuals tightly grouped and the result of the Breusch-
Pagan test (X2(1)=1031.03, p=0.000) indicate that one cannot reject the null hypothesis of constant 
variance.  
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Figure 1. 

 
 

Therefore, for the analysis I run the regression with the robust option.   
Eq. 1.: roaptx = β0nimyi + β1noniiayi + β2nonixayi + β3rural_metro_fmetro + α 

 
RESULTS 

 
The signs of the coefficients are as expected. Both nimy and noniiay are positive because 

they are income and have a positive contribution to roaptx while expenses, nonixay, reduces 
roaptx. Although the positive coefficients for both MCBs and FGMCBs is positive, indicating 
higher roaptx than RCBs, neither coefficient is statistically significant at the 5% level. Therefore, 
the conclusion is that FGMCBs do not perform better than RCBs.  

A review off the summary values of the variables provides some insight. They reveal that 
income, both the net interest margins (nimy) and non-interest income (noniiay), are higher for 
FGMCBs than both RCBs and MCBs. However, the non-interest expenses (nonixay) are also 
higher for FGMCBs. The variable roaptx is a ratio of net income to assets. Since net income is 
income minus expenses, if the expenses of FGMCBs proportionally equally or exceed the expenses 
of  RCBs or MCBs then they will offset the additional income.  
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Table 2 
Robust Linear Regression Results 

roaptx Coef. Rob. Std. 
Err. 

t P>t [95% Conf. Interval] 

  
     

  
nimy 0.802924 0.0132081 60.79 0 0.777032 0.828817 

noniiay 0.987902 0.0137132 72.04 0 0.961019 1.014785 
nonixay -1.01637 0.0137282 -74.03 0 -1.04328 -0.98945 

  
     

  
rural_metro_fmetro 

    
  

2 0.008242 0.009522 0.87 0.387 -0.01042 0.026908 
3 0.035072 0.0181914 1.93 0.054 -0.00059 0.070733 
  

     
  

_cons 0.391267 0.0410337 9.54 0 0.310826 0.471708 
  

     
  

Obs. 6009 F(5, 603) 1331 R-Squared 0.8504   

 
 

CONCLUSION 
 
The results indicate that community banks in fast growing metropolitan areas do not 

outperform community banks operating in rural communities. The summary data indicates that, 
on average, the income variables (nimy, noniiay) for community banks in the fastest growing 
metropolitan areas are higher than those for both rural community banks and banks in the other 
US metropolitan areas. However, the same is true for expenses. Therefore, the higher expenses 
offset those increases in income for interest and fees. Given the publicity about the extraordinary 
increases in both real estate and labor cost in the fast growing Texas cities of Austin, Dallas, 
Houston, and San Antonio, all of which are among the fastest growing US metros of the last decade 
with Austin being number one, it is not surprising that it costs more to operate a bank in a fast 
growing metropolitan areas. Banks require an educated work force trained in accounting, finance, 
and information systems and these are the same skills that the firms leading the economic 
expansion in those cities require and this drives wages higher. Banks also need branches near the 
areas where the new businesses build and the employees live, so it requires rent or investment in 
the high-cost areas of the city. 

This study uses data from the 2014 calendar year; therefore, these results may not be 
representative of the entire period from 2010 through 2020. A future study should cover that entire 
period. Beyond performance based on ROA, the summary data indicating that FGMCBs have 
higher net interest margins raises another possibility for future research. Rates paid for deposits do 
not normally fluctuate greatly across banks; however, interest rates charged for loans vary based 
on risk. Are the FGMCBs increasing their net interest margins by making higher risk loans?  
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ABSTRACT 

 
This paper examines Machine Learning's role in supply chain management, including 

emerging trends, applications, and implementation challenges in a business context. It explores 
Machine Learning applications across various supply chain functions: demand planning, 
inventory management, route optimization, supplier selection, and risk management, drawing 
from both literature and real-world examples. In addition to discussing applications, the paper 
addresses implementation barriers, managerial implications, and research challenges that hinder 
its business adoption. Machine Learning's relationship with supply chain management gives rise 
to key propositions: digitization and Big Data driving its advancement, Machine Learning 
technology surpassing traditional methods, and evaluation of implementation costs and entry 
barriers. These propositions find support in academic and business contexts. This paper serves as 
a literature review, outlining Machine Learning's current status in business applications, 
identifying gaps, and emphasizing its necessity to streamline diverse supply chain processes. 
 

INTRODUCTION 
 

The business landscape has undergone significant transformation due to the digital age, 
giving rise to powerful forces that shape it. In the 21st century, the prominence of big data has 
become crucial, with modern firms accumulating more data than they can effectively manage. To 
make sense of this deluge of information, modern businesses and supply chains are increasingly 
integrating Machine Learning (ML). This involves leveraging artificial intelligence and statistical 
modeling to process vast datasets and unveil hidden patterns (Barzizza 2023). ML algorithms hold 
remarkable capabilities, automating descriptive, prescriptive, and predictive analytics processes 
(Barzizza 2023). Notably, ML surpasses human capacity in performing complex analyses and 
predictions with greater accuracy (Tirkolaee 2021; Cadavid 2018). However, despite its potential, 
the full spectrum of ML's applications remains largely untapped due to its nascent stage (Cadavid 
2018; Barzizza 2023). When delving into the fundamentals of ML, its value becomes evident, 
particularly in enhancing supply chains through improved readability. This pertains especially to 
collaborative planning, forecasting, and replenishment. ML plays a pivotal role in predicting sales 
and demand, facilitating replenishment scheduling, and providing insights for informed 
collaborative strategies. The integration of ML models into these key activities within the 
Collaborative Planning, Forecasting, and Replenishment (CPFR) framework leads to a significant 
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enhancement in supply chain efficiency and risk mitigation. The predictive power, computational 
prowess, and automated analytics of ML position it as an indispensable tool for elevating supply 
chain operations.ML's efficacy in the supply chain is propelled by three influential factors: 
digitization, the Internet of Things (IoT), and substantial disruptors like COVID-19. IoT has 
notably addressed the challenge of managing big data by electronically connecting once-static 
supply chain components and channeling copious data into the ML pipeline. IoT's applicability 
spans various facets of the supply chain, transmitting measurements, time series data, and 
manufacturing outputs, among other data types. Meanwhile, digitization has been a steady catalyst 
for supply chain evolution since the inception of the internet. The advent of COVID-19, coupled 
with its disruptive impact, spurred an accelerated development of ML capabilities, as seen in the 
"bullwhip" effect. This literature review aims to shed light on gaps in the existing literature 
concerning ML adoption, emerging trends, and implementation challenges. In an era characterized 
by frequent disruptions, ML's predictive capabilities hold the potential to enhance supply chain 
efficiency. Despite its potential benefits, ML remains underutilized due to implementation costs 
and a lack of understanding. Moreover, inadequate implementation stemming from insufficient IT 
infrastructure, organizational buy-in, or subject matter expertise is a common hurdle. The 
proposition is that increased research and development focused on enhancing ML model accuracy 
and understanding their collaboration-facilitating potential can empower supply chains to navigate 
disruptions more effectively. This paper will expound on ML and its relevance to supply chain 
management, profile pioneering companies in the field, underscore the superiority of ML 
algorithms and outline the barriers that currently hinder its full realization. 
 

LITERATURE REVIEW 
 

The extant literature is rapidly growing on the use cases for ML in the supply chain (Wenzel 
2021; Tirkolaee 2021). Given how innovative this technology is, research has drastically increased 
in the past decade. ML is said to be a pillar of a future-proof supply chain and an excellent tool for 
predicting and mitigating disruptions. Growing research highlights ML's ability to augment 
various factors of the supply chain like supply chain risk, supplier selection/reliability, demand 
planning, and inventory management (Shroeder 2021; Wenzel 2021; and Aamer 2021). 

As the business world evolves, executives are looking for new ways to better serve the 
customer. ML can help accomplish this goal specifically in supply chain management, by 
decreasing stock-outs and costs simultaneously. Fierce competition, heightened customer demand, 
big data, IoT, and an ever-growing need to produce more supply chain efficiency and sustainability 
are creating an environment for ML to flourish (Tirkolaee 2021; Barzizza 2023; Aamer 2021 and 
Wenzel 2021). The current landscape is filled with the application of ML in the supply chain, 78% 
of companies are using ML in areas like demand planning, routing, supplier selection, risk 
mitigation, and warehouse management (Taylor 2023).  

Large corporations like Target, Walmart, and Amazon are leading the space with tools 
developed in-house, but companies like Amazon, IBM, and Google offer third-party solutions 
(Ashcroft 2023; Verma 2022). An increasingly competitive market means meeting the heightened 
demands of the modern consumer, which is exactly why Target has invested $100M into its supply 
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chain (Zimmerman 2023). These companies are constantly searching for new and innovative 
supply chain solutions and ML is the answer (Monaghan 2023). ML is significantly more accurate 
and autonomous, which could replace knowledge workers with less error (Aamer 2021). A unique 
aspect of an ML model is it can be trained, deployed, updated, or iterated on as needed to suit 
business needs (Sacolick 2023). PepsiCo for example, utilizes predictive ML models to manage 
stockout events and trigger replenishment (Olavsrud 2022).  

ML provides companies with an important and valuable trait, supply chain visibility 
(Woodie 2022). This visibility is a serious component of the AWS offering mentioned earlier, 
Amazon has found a way to use its ML software to harmonize different silos of data, allowing for 
better collaboration within a supply chain (Woodie 2022). Innovations such as these have led to 
unprecedented accuracy in things like forecasting, inventory management, and supply chain 
visibility (Verma 2022; Woodie 2022; Olavsrud 2022). Businesses leveraging ML benefit greatly 
from sharing data, as the more data an ML model is fed, the more accurate it potentially becomes 
(Hanavec 2023). These two aspects aren't all, as ML is viewed by 50% of executives as a way to 
create a more resilient and robust supply chain (Howells 2023).   

ML handles Big Data far better than humans (Tirkolaee 2021; Barzizza 2023). Big Data 
has come as a result of supply chain 4.0 and digitization, producing data faster and more 
abundantly than ever before, so much so that the current non-ML-powered analytical tools cannot 
keep up (Tirkolaee 2021; Barzizza 2023). When looking at current ML models being used, a 
software suite used by UPS crawls 5.3 petabytes per week (Olavsrud 2022). A petabyte is 1024 
terabytes worth of information, or 1 million gigabytes (Olavsrud 2022). This flood of data has been 
overwhelming but with intelligent ML integration a company can find new ways to improve their 
offering. The large volume of data proves incredibly difficult for modern businesses to handle and 
analyze when using traditional methods (Tirkolaee 2021). The following proposition is offered in 
regards to ML and its unique advantage regarding Big Data: 
 

P1: As supply chains increase in complexity ML technology is likely to be needed to help handle 
large volumes of data.  
 
P1a:  Current methods of analysis are human-powered and cannot learn from or handle large 
amounts of data.  
 
P1b: ML technology is automated and can learn from large amounts of data.  
  
The relationship between Big Data and ML is interdependent and must be facilitated by 

the entire organization (Hanavec 2023). While businesses have access to unprecedented amounts 
of data, data quality continues to be a problem (Barzizza 2023; Wenzel 2023). When addressing 
data quality, the largest problem is data that is presenting misinformation or incomplete, also 
known as dirty data (Curoe 2021). Dirty data can include extreme outliers, redundant features, 
missing values, or incorrect formatting (Curoe 2021; Wenzel 2023). Dirty data can derail an ML 
approach and result in poorly informed decisions (Wuest 2016). This point further emphasizes the 
importance of collaboration to encourage the flow of clean data, and as a result, make ML a 
powerful part of a supply chain strategy (Hanavec 2023).  
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Supply chains continue to face Big Data head-on and their success is dependent on ML, as 
78% utilize AI or ML technology (Taylor 2023). ML is unique in its handling of highly 
dimensional and complex data to solve difficult problems (Wuest 2016). The availability of Big 
Data has been synergistic in driving innovation surrounding ML technologies (Wuest 2016). Big 
Data is a computer-generated and dominated phenomenon, as high-powered computers are needed 
to handle the volume, velocity, and variety of information (Barzizza 2023).  

Along with handling large amounts of data, ML does so with superior efficiency and 
accuracy (Barzizza 2023; Aamer 2021; Cadavid 2018; and Monaghan 2023). 

With such an abundance of data, ML is being used for far more than demand planning and 
inventory management (Gupta 2023). Models are now making previously intuition-driven 
decisions like supplier selection, routing, and evaluating supply chain risk (Tirkolaee 2021). With 
enough creativity and subject matter expertise, even more impressive uses of ML have been 
developed, such as Project44's Movement GPT (Project44 2023). This technology was developed 
with enormous amounts of context-specific high-quality data, being trained on data from 1 billion 
shipments across the globe (Project44 2023). Movement GPT and this new generation of ML 
innovation are positioned to augment existing supply chain systems as they work towards an 
autonomous supply chain (Project44 2023). Movement GPT is unlike other innovations in the 
space, it is positioning itself to be an AI assistant that can consult on supply chain problems 
(Project44 2023). Generative AI such as Movement GPT gives a glimpse into the future of ML 
and AI in business, specifically an autonomous supply chain (Project44 2023). GPTs such as 
Movement are incredibly powerful and require lots of resources to develop (Project44 2023). 
Movement GPT was built using an ML model called a neural network, in which there are 
thousands of artificial "neurons" that represent basic mathematical functions (Muehmel 2023). 
These neurons are linked on a weighted scale, and this model is built and trained on the data, which 
provides the result, Movement GPT (Muehmel 2023). Large language models like Movement GPT 
are unique in the sense they can answer questions, they use historical data to form sentences with 
proper grammar (Muehmel 2023). GPT and large language models are the epitome of complex 
ML technology, as their neural networks are comprised of millions of neurons and billions of 
connections, with a unique architecture (Muehmel 2023). 

GPT's applications to business and potential impact on a firm are monumental (GEP 2016; 
Newton 2023). GPT can automate email exchange, perform data analysis similar to other ML 
models, and even provide customer support in real time in a multitude of languages (Newton 
2023). GPT can provide stakeholders with key information surrounding supply chain visibility, 
data visualizations, and generating reports in a more user-friendly manner (GEP 2023). GPT 
harbors many benefits but has a few key downsides hindering its use (Rampton 2023; Wen 2023). 
One of the biggest downsides is not being able to verify GPT's output as unbiased and accurate 
(Rampton 2023; Wen 2023). In addition, GPT can only provide a certain amount of granularity in 
its answers, which will hinder its ability to solve problems (Rampton 2023). Lastly, GPT cannot 
interpret context similarly to other ML technologies, meaning it may confidently provide an 
incorrect or irrelevant answer to queries (Rampton 2023).  

A key component of GPT is the communication it offers, as it delivers all of the same 
benefits of traditional ML technologies, but is far easier to access by both the supply chain 



Institute for Global Business Research Conference Proceedings  Volume 7, Number 3 
 

43 
 

professional and customer (Armisael 2023; GEP 2023). GPT streamlines knowledge sharing, and 
communication across cultures, and will likely lead to freeing up human workers to focus on more 
complex tasks (Armisael 2023). In a way, GPT represents the power of ML technology when 
barriers to entry are stripped away such as having resources the subject matter expertise to build a 
model. 

With the benefits of ML integration being quite clear in the literature, companies like 
Amazon Web Service and Aera Technology are now offering third-party ML-powered 
applications to handle simple reporting and analytics as well as assist in complex decision-making 
(Banker 2023). Aera Technology has been developing ML to be used for "decision intelligence." 
These decision-making algorithms represent a fast-growing ML sector of tailored third-party 
offerings (Banker 2023). Aera Technology combines domain knowledge with a custom solution 
to solve a variety of business problems (Banker 2023). This is an important step by Aera to increase 
the effectiveness of their technologies and reduce the risk of developing an inaccurate model 
(Banker 2023; Wenzel 2021). To illustrate the gap in the power of ML methods and traditional 
analytics, the following proposition is provided: 

 
P2: With intelligent ML deployment, various aspects of the supply chain will be augmented, beyond 
what current methods such as time series forecasting, and heuristic grid models can provide.  
 
P2a: Traditional analyses like time series methods and heuristic grids are not easily adapted to 
complex problem-solving, gathering, and processing large amounts of data; making them obsolete 
for modern supply chains. 
 
P2b: ML technology is likely better suited for supply chain management due to its ability to process 
Big Data and its applications in routing, demand planning, inventory management, risk 
management, and supplier selection. 
 
ML has been found to increase demand forecast accuracy across a multitude of industries 

and be less computationally expensive (Aamer 2021). It was also found that when combined across 
various service sectors and healthcare ML could provide better collaborative planning, forecasting, 
replenishment, and responsiveness to events like COVID-19 (Aamer 2021). Big supply chains are 
catching the trend, Amazon Web Service now offers a third-party ML software suite, illustrating 
a need (Woodie 2022). Not only that, but these ML systems are showing the potential to make 
better decisions than trained human counterparts (Banker 2023). It is noted that ML technologies 
are underutilized in various sectors; namely services and agriculture, two places they show 
incredible potential (Aamer 2021). When applied to agriculture, ML shows great promise for 
forecasting demand, which doubles as a sustainability initiative due to reducing waste (Aamer 
2021). Unknown disruptions like COVID-19 caused a huge uptick in the development of more 
complex data-driven supply chain solutions from companies such as Walmart, Kraft-Heinz, and 
Kroger (Verma 2022). ML deployment has revolutionized inventory management, with Walmart 
reporting it increased its forecasting accuracy to nearly 90% (Verma 2022). Walmart accredits this 
improvement to ML technology as it pulls in variables such as weather data to predict pie sales 
(Verma 2022). This is a common theme to be found in the supply chain and ML relationship, faster 
and more accurate replenishment resulting in massively increased efficiency (Aamer 2021).  
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ML harbors various limitations and roadblocks including the unpredictable nature of 
supply chains, lack of personnel training, over-fitting or under-fitting of ML models, poor data 
quality, and incorrect model selection (Wenzel 2021). A huge issue unique to ML models is 
choosing the incorrect model, overfitting, or underfitting a model (Wenzel 2021). In development, 
overfitting or underfitting both lead to inaccurate predictions, as the model is overfitted to the 
training data and is biased to that dataset, or the model is underfitted and too general in its 
assumptions (Wenzel 2021).  

ML's full potential is currently hampered due to its complex nature and the lack of 
knowledge in this emerging field (Barzizza 2023). Another thing holding ML back is the lack of 
information sharing and collaboration between departments or supply chain partners (Hanavec 
2023). Notably, ML is incredibly expensive to implement, needs to be strategically aligned, 
outputs interpretable results and sophisticated IT infrastructure is required (Barzizza 2023). Lastly, 
ML is interdisciplinary and requires lots of collaboration to generate the proper insights from 
various departments; Mathematics, Computer Science, and various Engineering disciplines share 
involvement (Wuest 2016). With these barriers between businesses and this powerful technology, 
it is clear that ML is a demanding endeavor and a high-risk/high-reward business tool, which 
entices the following proposition: 

 
Proposition 3: Given the amount of capital, subject matter expertise and IT infrastructure required, 
ML is likely to be harder to implement than traditional analytical methods.  
  
P3a: ML is incredibly difficult to implement and harbors high cost/risk to establish.  
 
P3b: The cost of not implementing ML would harm the business far more due to losses in efficiency. 
 
To better grasp the concepts related to Supply Chain and ML the following table is 

provided. The terms section lists terminology used throughout the paper that intersects between 
the two areas. The pro/con sections are used to list the benefits and drawbacks these frameworks, 
technologies, and tools have on supply chain management.  
Table 1 is not only used to gain a better understanding of currently established supply chain 
management but also describes the Pros and Cons of different areas of ML about supply chain 
management. The table is important to understand that there is no one-size-fits-all solution for 
every business, and different frameworks, technologies, and tools have related benefits, 
implications, and interactions with ML.  

Table 1 highlights many different factors affecting a company's decisions to utilize ML for 
supply chain management. Two of the most prominent issues with the implementation of ML 
include the models being naïve to the context of many problems and the large resources needed to 
implement such a change are large. ML does not just require large amounts of capital, but it also 
requires collaboration, large amounts of high-quality data, adequate information technology 
infrastructure, and skilled personnel (Baier 2019; Barzizza 2023; Hanavec 2023; Wenzel 2021 and 
Wuest 2016). This commonality places further emphasis on the risk taken in implementing ML 
technologies, executives must decide if the potential benefit outweighs the high risk (Wenzel 
2021). As the literature continues to grow, the risk of ML implementation will become less 
daunting (Barzizza 2023). 
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ML has been found to increase efficiency of the supply chain operations in areas like 
supplier selection, supplier segmentation, supply chain risk prediction and mitigation, demand 
planning, inventory management, transportation, sustainable initiatives, and circular economy 
(Tirkolaee 2021). The proposed way forward is to utilize ML to augment existing collaborative 
planning, forecasting, and replenishment practices in a supply chain, as it shows tremendous 
promise in this area (Cadavid 2018). While ML has numerous barriers to entry, the hope is that 
many of these are overcome due to the developing research (Barzizza 2023). The incredibly 
accurate predictions of a well-trained model can facilitate collaboration that we otherwise cannot 
achieve (Wenzel 2021). Through the integration of machine learning, high-level collaboration is 
enabled, forecast accuracy is enhanced, and inventory management becomes more robust. The 
hope is that as ML continues to drive innovation more companies will be able to properly roll out 
ML technology. The connection between usable ML case studies for companies to understand ML 
applications is barren in the literature, meaning a lack of understanding halts further development 
and use (Barzizza 2023). 

 
 

TABLE 1 – SUPPLY CHAIN AND ML TERMINOLOGY 
 

Terms Pros Cons 

CPFR  Increase efficiency of key supply chain 
activities (planning, forecasting, and 
replenishment) 

Relies heavily on collaboration, 
communication, and high-quality data 
access 

ML Software Suites  
(Third Party Provider) 

Powerful predictions and insights, less 
resource-intensive than in-house models 

Not as powerful as custom fit solutions, 
not a one-size-fits-all all solution   

IoT  Capture lots of data and increase supply 
chain visibility  

Requires lots of capital and a means of 
processing and analyzing data.  

Supply Chain Responsiveness  Increased ability to respond to disruption Requires capital, data, planning, and 
collaboration 

IT Infrastructure Increase efficiency and collaboration of 
supply chain, allow for sharing of data, 
allow for easier rollout of new 
technologies. 

Requires lots of capital, skilled 
professionals, and high levels of 
collaboration/communication. 

Supervised Learning  Draw accurate insights on past data, very 
interpretable output, and the easiest to 
implement  

Use-cases are limited to numerical data 
and must use past data which can make 
data access a challenge, and very easy 
to under or overfit.  

Unsupervised Learning  Draw accurate insights on data that is not 
labeled. Is not limited to numerical data, 
use cases are much more vast.  

Output is less interpretable, more 
complex models that are hard to 
understand and harder to implement. 

 
Source: Aamer (2021), Banker (2023), Barzizza (2023), Hanavec (2023), Jenkins (2023), Shroeder (2021), Verma 
(2022), Wenzel (2021), Wuest (2016) 
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MANAGERIAL AND RESEARCH IMPLICATIONS 

 
The extant literature illustrates that ML is a sound solution for dealing with Big Data and 

is synergistic with both Big Data and the digitized modern supply chain (Barzizza 2023; Cadavid 
2018; Gupta 2023; and Monaghan 2023). ML provides enhanced supply chain visibility and 
enables high levels of collaboration among business partners and between supply chains (Hanavec 
2023; Wuest 2016). ML has thus far proved itself to be an innovative business tool, especially 
when supported with the proper IT infrastructure (Baier 2019; Barzizza 2023). ML deployment 
and continued development are incredibly resource-intensive, which is why many supply chains 
haven't gotten on board (Baier 2019). Even a company with adequate capital, IT infrastructure, 
and large amounts of high-quality data could be limited by the subject matter expertise of its 
workforce and the number of departments involved in model development (Baier 2019; Wuest 
2016). This development has led many companies to outsource this capability using offerings 
developed by AWS and others (Banker 2023; Project44; and Woodie 2022). Unfortunately, the 
difficulty of implementation only serves as another reason why ML is often neglected as an 
alternative to less accurate traditional methods surrounding forecasting sales or demand, supplier 
selection, route optimization, and inventory management (Aamer 2018; Shroeder 2021; Szopa 
2023; Tirkolaee 2021). The neglect of this technology is a crucial mistake, as companies are 
missing out on more intelligent decision-making, lower labor costs in the long term, incredibly 
accurate predictions, and an increase in supply chain visibility (Aamer 2018; Banker 2023; 
Olavsrud 2022; Szopa 2023; Verma 2022).  

Given how new ML is in regard to supply chain management, the current body of research 
is only a decade old. Regardless, new innovative use cases are convincing more companies to 
make the switch (Jenkins 2021; Olavsrud 2022; Taylor 2023; Woodie 2022; and Zimmerman 
2023). ML has been well-researched in certain areas of forecasting, supplier selection, supply 
chain risk mitigation, and inventory management. However, the use of ML in certain industries 
such as agriculture, healthcare, or renewable energy has yet to be fully actualized, this is due to a 
lack of data analytics focus (Aamer 2021; Tirkolaee 2021). Seeing how applying different 
algorithms to industry-specific issues in the service sector would further ML adoption. A lack of 
adoption also stems from a huge gap in ML education and the absence of subject matter experts 
(Barzizza 2023; Sacolick 2023).  

ML is affected by numerous limitations that currently hamper its development as a business 
tool. Executives are hesitant to make the upfront investment in the personnel, resources, and time 
required for model development (Sacolick 2023). It is left up to data professionals to put 
complicated concepts regarding model development into simple-to-understand terminology to 
gain executive support (Sacolick 2023). This is likely the largest barrier ML faces today, as there 
is a lack of trust in all stages of the ML life cycle (Baier 2019; Sacolick 2023). Executives have 
trouble placing trust in these new technologies, as the investment before seeing business value is 
so large, and even after development, 67% say they do not feel comfortable with results or 
decisions made by ML (Thurai 2022).  This lack of trust pervades the business landscape, as 42% 
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of data scientists reported their findings aren't considered by business leaders (Thurai 2022). This 
lack of trust in ML at all levels is likely the biggest implication for the evolution of the industry. 

Data drift is another common phenomenon derailing many ML projects, specifically, data 
deriving from the COVID-19 pandemic (Sacolick 2023). Different from over or undertraining a 
model, data drift perfectly encapsulates the perishability of ML models, as times can change 
drastically and completely invalidate an otherwise high-performing model (Sacolick 2023). 
Changing economic tides and consumer behaviors often cannot be foreseen, which is a key 
contributor to data drift (Sacolick 2023).  

Ongoing validation is a challenge faced by ML professionals when testing and deploying 
models (Baier 2019). ML professionals must continue to ensure their results are accurate using 
manual sanity checks, which are a combined effort between data personnel and subject matter 
experts (Baier 2019). An example of a sanity check would be developing a confusion matrix to 
evaluate model performance (Brock 2019).  

Model validation is an ongoing and iterative process that can be confusing when discussing 
the autonomous nature of ML models (Baier 2019; Brock 2019). The iterative nature of ML 
projects and the inevitable degradation of models highlights how labor-intensive they can be 
(Brock 2019). Regardless, this does not take away from the astounding power of ML models in 
handling large amounts of data and generating valuable insights.  

Irrespective of the high cost and risk, ML in a supply chain context will likely continue to 
vastly improve the customer experience (Siegel 2023). PepsiCo uses ML for CPFR activities due 
to the cost savings and lowering stock-outs (Olavsrud 2022). Stockouts are a leading cost of lost 
sales and can even result in a permanently lost customer (Yeung 2023). Supply chain traceability 
is in high demand, and UPS delivers on this promise with its ML suite called Harmonized 
Enterprise Analytics Tool or HEAT (Olavsrud 2022). HEAT allows UPS and its customers to track 
and predict the arrival times of packages, it is a highly complex model trained on lots of historical 
data (Olavsrud 2022). Pfizer underwent a digitized supply chain overhaul, the use of analytics tools 
and ML allowed for enhanced collaboration, resulting in a more patient-focused supply chain 
(Olavsrud 2022). These case studies illustrate how ML can vastly improve customer service with 
lower transit times, and increase supply chain visibility, traceability, and efficiency (Siegel 2023; 
Olavsrud 2022; Woodie 2022). 

The consumer goods space is leading the ML movement with industry giants Proctor & 
Gamble and Unilever investing heavily in ML technology (Dominguez 2022; Olavsrud 2023). 
Unilever has multiple highly sophisticated models to streamline a variety of functions such as 
efficient manufacturing, customer service, and marketing efforts (Olavsrud 2023). While Unilever 
keeps many of the specifics of their ML technology under wraps, it was disclosed that they utilize 
AI & and ML for over 300 different use cases across their supply chain and product innovation 
(Stewart 2023). One such application includes using satellite imagery to detect changes in tree 
cover in their agricultural supply chain (Stewart 2023). Proctor & Gamble is utilizing ML far more 
in their supply chain and manufacturing processes, with an emphasis on creating better quality 
products and sustainable manufacturing practices (Dominguez 2022). The consumer goods 
industry is primed for ML-driven transformation; as they have large amounts of data, serve a global 
consumer base and provide a wide variety of products (Dominguez 2022; Olavsrud 2023). Likely, 
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industries that are "bullish" on ML and Big Data will convince others to follow suit, as Proctor & 
Gamble trails behind Unilever in their use of ML (Dominguez 2022; Stewart 2023; Olavsrud 
2023). 

An area seldom explored when discussing ML applications in the supply chain is the 
facilitation of sustainable practices in industries such as renewable energy and crude oil (Puranik 
2023; Tirkolaee 2021). Industries prone to disruption such as crude oil show great potential for 
ML utilization (Puranik 2023). ML algorithms are being utilized by Exxon to improve operations, 
reduce waste, predict equipment malfunction, weather forecast, and even more complex processes 
such as carbon sequestration (Puranik 2023). Demand forecasting applications can reduce food 
waste and lower costs, this is a vitally important area to research given the current lack of analytics 
driving business decisions in agriculture (Aamer 2021). Holistically, ML can be a powerful tool 
in creating sustainable supply chains via optimizing various processes such as transportation 
planning, forecasting, and benchmark reporting (Stühler 2021). ML is unique in its potential to 
drive profound innovations sustainably due to its use of data (Stühler 2021). The application of 
ML cannot be understated as many supply chains are struggling to lower carbon emissions and 
lack the visibility to enforce sustainable initiatives (Stühler 2021). 

Examining the extant literature, ML is well researched when applied to mathematically 
driven supply chain problems (Aamer 2021; Barzizza 2023; Cadavid 2018; Tirkolaee 2021 and 
Olavsrud 2022). However, the application of ML technology in more softly structured problems, 
ones that don't possess definitively correct answers, demands more attention in the research 
(Tirkolaee 2021). This avenue is not inaccessible, especially with the introduction of large 
language models like Movement GPT and the aforementioned case study on Aera Technology 
showing the potential of ML-backed decision intelligence (Banker 2023; Tirkolaee 2021; Siota 
2023). Research is needed on picking the correct ML technology for a given problem (Wenzel 
2023). The lack of subject matter expertise and large amounts of collaboration needed only further 
exacerbate this gap in the literature (Baier 2019; Hanavec 2023; Wenzel 2023; Wuest 2016). 
Lastly, there remains a gap in the literature on the reliability of successful models and ML models 
providing long-term solutions (Baier 2019). This is a particularly important area to further the use 
of ML in the supply chain and gain executive trust (Sacolick 2023; Thurai 2022). 
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ABSTRACT 
 
This research explored Corporate Social Responsibility (CSR) factors on employee job 

satisfaction. Our study contributes to the literature by developing a theoretical model and testing 
the links between five CSR factors of environment, human rights and labor, product responsibility, 
community engagement, and corporate governance on job satisfaction using multiple regression 
analysis for Gen X, Gen Y, and Gen Z employees. A survey was distributed to 621 working 
employees aged 18-55 through Amazon Mechanical Turk and college students in a public 
university, resulting in the sample data (N = 546). Findings identified CSR significance on job 
satisfaction were the environment, human rights and labor, and product responsibility for Gen X; 
for Gen Y, human rights and labor, product responsibility, and environment for Gen Z, human 
rights and labor and environment. Community engagement and corporate governance-related 
CSR factors were not significantly related to job satisfaction for the three generations. The 
research provided insight into which CSR variables impact job satisfaction most and what CSR 
initiatives were valued most by Gen X, Y, and Z.  

 
Key words: Job Satisfaction, Corporate Social Responsibility, Employee Generations, 

Environment, Human Rights and Labor, Product Responsibility, Community Engagement, 
Corporate Governance 

 
INTRODUCTION 

 
The growing awareness of corporate social responsibility (CSR) has raised questions about 

how the behavior of firms may affect employees' job satisfaction. Job satisfaction can be defined 
as the emotional state of individuals, resulting from their perception of their job and the degree to 
which there is a good fit between individuals and the organization (Jehanzeb & Mohanty, 2018).  

Employee job satisfaction influences organizational commitment, motivation, and 
productivity and increases employee creativity. Furthermore, job satisfaction improves cost-
effectiveness and corporate profits. Therefore, a satisfied employee can help the organization 
achieve its internal and external strategic goals (Jehanzeb & Mohanty, 2018).This study examined 
the impact, order of significance, and differences of five CSR factors: Environment, Human Rights 
and Labor, Product Responsibility, Community Engagement, and Corporate Governance between 
Baby Boomers, Gen X, Y, and Z, on job satisfaction.  
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Studies have shown that when employees and organizations share common values and 
beliefs, positive behavior will occur through improved organizational commitment, lessened 
turnover rates, and improved task performance. CSR has positively affected employee attitudes 
and work-related behaviors (Wisse, 2014). Jehanzeb and Mohanty (2018) determined that 
employee commitment, workplace harmony, productivity, creativity, and innovation positively 
correlate with job satisfaction. 

Research studies have identified the positive impact of each independent CSR factor of 
environment-related, human rights and labor, product-responsibility, community engagement, and 
governance on employee job satisfaction  (Akabanda et al., 2017; 2019; Frey et al., 2013; Lewin 
et al., 2020; Marshall, 2020; Mascarenhas et al., 2020; Newsham et al., 2018; Pinzone et al., 2019; 
Regmi et al., 2009; Sharma & Mani, 2012; Singhapakdi et al., 2019). In addition, researchers have 
identified Baby Boomers, Gen X, Gen Y, and Gen Z generational differences in each independent 
CSR factor of environment-related, human rights and labor, product-responsibility, community 
engagement, and governance CSR factors on employee job satisfaction (Al-Tawil et al., 2021; 
Becchetti et al., 2017; Cunha da Silva et al., 2015; Jain, 2018; Lup & Booth, 2019; Ng & 
Salamzadeh, 2020; McGlone et al., 2011; Partouche et al., 2020; Reisenwitz & Iyer, 2009; Shams 
et al., 2020; Tafolli & Grabner-Krauter, 2020; Valentine & Godkin, 2016; Wisse et al., 2018; Xie 
et al., 2020; Zainee & Puteh, 2020).  

However, few research studies have explored how all five factors combined– environment, 
human rights and labor, product responsibility, community engagement, and corporate 
governance-related CSR- affect employees' job satisfaction. Furthermore, few studies have 
examined the differences of such impacts of the five factors among three generations – Gen X, 
Gen Y, and Gen Z employees. 

Five central hypotheses were developed based on the reviewed literature to create a survey 
instrument aligned with the hypotheses. We use regression analysis to perform statistical analysis 
on the survey data collected from Amazon Mechanical Turk in August 2020 and college students 
in a public university. The empirical study investigated the impact of five CSR factors on employee 
job satisfaction and the generational differences in employees' job satisfaction regarding the five 
CSR factors. The findings of this research add to the body of knowledge in management literature 
and can assist organizations with prioritizing CSR factors that impact employee job satisfaction 
across generations.  
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ABSTRACT 
 
Lately, it has been well-established in the literature that being employee satisfaction is 

essential for the success of a corporate firm (Jiao, 2010; Faleye and Trahan, 2011; Edmans, 2011; 
Ertugrul, 2013; Guiso, Sapienza and Zingales, 2015). These studies are based on human relation 
theories (Maslow, 1943; Hertzberg, 1959; McGregor, 1960). These theories argue that employees 
are one of the most critical assets of the companies as they can add significant value to the firm 
through different channels such as innovation, customer relationships, bank relationships, and so 
on. So, the modern firms need to be employee-friendly so that they can attract, retain and motivate 
better employees (Likert, 1967; Rust, Stewart, Miller and Pielack, 1996; Ostroff and Bowen, 2000; 
Whitener, 2001; Eisenberger, 2002 and Fulmer, Gerhart and Scott, 2003).   

Previous studies have examined how firms with happier employees can create value 
through long-term financing policies (Verwijmeren and Derwall, 2010; Bae et al., 2011; Ghaly, 
Dang, V. A., and Stathopoulos; 2015). But we do not know whether and how happy employees can 
assist corporate firms in managing their net operating working capital. The proper management 
of short-term financing is crucial as the substantial proportion of total assets is invested in net 
working capital. For example, Kieschnick, Laplante, and Moussawi (2013) report that more than 
27% of the firm’s total assets, on average, belong to Working Capital Management in their sample 
of US firms. Further, finance theory also suggests that increasing the speed of cash inflow and 
decreasing the speed of cash outflow help firms create value (Gentry, De La Garza, 1990).  So, we 
observe the literature gap about whether happier employees of a firm can be useful in increasing 
the speed of cash inflow or decreasing the speed of cash outflow, thereby creating favorable 
working capital management.  

To fill this void in the existing knowledge, in this article, we diagnose the relationship 
between employee friendliness and short term financing. Specifically, we study the effect of firms’ 
employee friendliness on the Cash Conversion Cycle (CCC), a measure of working capital 
management and its different constituents. Our primary focus will be on Days Payables 
Outstanding (DPO).  

Cash conversion cycle is one of the most popular measures of working capital 
management.  It is defined as  

 
CCC = DIO + DSO – DPO   
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where CCC= Cash Conversion Cycle  
DIO= Days Inventories Outstanding   
DSO = Days Sales Outstanding   
  
and      DPO = Days Payables Outstanding.  
 
Thus, CCC tracks the length of the time between the collection of cash from the sales of 

finished products or services and the amount of dollar spent on the purchase of the raw materials. 
So, a longer cash conversion cycle means the more cash investment of a firm. In other words, 
investment in short-term financing (working capital management) increases with a longer cash 
conversion cycle. Inferring through the balance sheet, if the asset side holds more extensive 
inventories and account receivables, networking capital will increase. Similarly, if the balance 
sheet's liability side possesses smaller account payables, the investment in working capital will 
again increase.  

Dewing (1941) recognizes the investment in working capital management as one of the 
“key elements” of the firm. Working capital is related to the liquidity position in a firm (Ding et 
al., 2013). Dunn and Cheatham (1993) provide evidence that even the solvent firms may be on the 
verge of bankruptcy because of inadequate liquidity.  In general, existing research finds a negative 
relationship between investments in working capital management and firm profitability or firm 
value (Kim and Chung, 1990; Shin and Soenen, 1998; Wang, 2002; Deloof, 2003; Garcia-Teruel 
and Martinez-Solano, 2007; Hayajneh and Yassine, 2011; Kieschnick, Laplante, and Moussai, 
2013). For example, Garcia-Teruel and Martinez-Solano, 2007 reports that shortening the cash 
conversion cycle increases firm value. Emphasizing in the components of the cash conversion 
cycle, Gentry, Vaidyanathan, and Lee (1990) recognize collecting cash at the earliest and delaying 
payments until late as a fundamental notion in finance.  

So, firms need to find a way to remain liquid and, at the same time, do not lose firm value. 
Firms can improve liquidity by faster conversion of inventories and account receivables into cash, 
but such practice may affect sales. Another way for firms to remain better liquid is to delay 
payments on their short-term obligations. In this paper, we argue that if the firm can keep its 
employees happy, they can effectively delay the payments in account payables, helping create firm 
value.  

To understand the mechanism involved in accounts payables, we briefly review trade credit 
literature. Trade credit refers to allowing customer firms to defer payments on the goods and 
services they receive from their suppliers. Firms report such differed amounts as accounts 
payables in their balance sheets.  That way, trade credit provides an alternative to bank credits, a 
credit from the financial institutions, as the source of short-term funding for the firms.   As Wilson 
and Summers (2002) report, there are a wide variety of credit terms involved in the trade credit. 
Such trade credits vary in terms of discounts for early payments, offered timing of the payments, 
the payment method, the late fee or the interest involved for the late payment, and so on.   But Ng, 
Smith, and Smith (1999) notices that the most common form of trade credit is "2/10 net 30."  That 
means the customer firm gets a 2 percent discount if the firm makes payment within ten days of the 
supply of the goods. Buyer firms can settle the payments within 30 days without penalty, after 
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which a late fee and interest might be charged.  Based on this arrangement, Ng, Smith, and Smith 
(1999) and others calculate the implicit annual interest rate of around 44% and consider trade 
credit (involving deferred payment, not benefitting from discount) for buyers as a poor choice to 
increase the value of the firm. Similarly, other commonly used credit terms are 2/10 net 40, 2/10 
net 45, 2/10 net 60, 2/10 n 30 EOM (end of the month), and so on.  

However, lately, Giannetti, Burkart, and Ellingsen (2011) provide strong evidence that 
most firms get trade credit at a low cost. This evidence is different from both the general assertions 
in the literature (Petersen and Rajan, 1994; Ng, Smith and Smith, 1999; Cunat, 2007) and the 
implication of the implied interest rate discussed above. Giannetti, Burkart, and Ellingsen (2011) 
further point out that very few firms in their sample receive discount terms in their credit 
agreement invalidating the claim that trade credit is more expensive than bank credits. Finally, 
they revert the widely believed notion that the trade credit is for the small companies which do not 
have access or ability to bank credits by establishing the positive association between the lower 
cost of inputs and large accounts payables for the larger firms. So, a company that can acquire a 
better credit term from the supplier, specifically the longer days for accounts payable, will be 
better off in managing working capital by shortening the cash conversion cycle without negatively 
affecting the firm's liquidity position. We argue that happier employees in a firm are crucial in 
helping companies achieve this goal.  

Now, we detail how happier employees in a company can help to shorten the cash 
conversion cycle. Trade credit literature extensively asserts that trade credit is prevalent because 
suppliers obtain the buyer's information at a lower cost than banks do. For example, Peterson and 
Rajan (1997) argue that suppliers have a comparative advantage in getting information from the 
buyers.  If the supplier and buyer exchange information such as the design of the product, 
production process, and demand forecasts for the next period, such information-sharing improves 
"speed-to-market and greater efficiency" (Baiman and Rajan; 2000). We argue that happier 
employees, who can maintain stable and long-term relationships with suppliers, can better serve 
in providing needed information to the supplier, which will be trustworthy and useful to the 
suppliers. Vaysman (1998) and Baldenius (2000) provide a model that the magnitude of the 
exchange of information between the two parties (buyers and sellers) depends on their bargaining 
on efficiency gain.  The model implies that the buyer firm can receive more favorable credit terms 
by providing reliable and timely information to the supplier.  

Further, happier employees in a firm can also spill over the firms' strengths, which may 
not be visible otherwise, to the suppliers. That way, the supplier firm can access different facets of 
the buyer firm, including creditworthiness. So, it is beneficial for the supplier firms to provide 
better payment options to such buyer companies and access information in a less costly way.  If a 
firm cannot keep its employees happy, the firm cannot retain an able employee. Consequently, the 
firm will not be able to develop a close tie with the suppliers and take advantage of maintaining 
its short-term financing.  

Besides the spillover channel, as mentioned above, a company's happier employees can 
also benefit their companies in terms of short-term financing management in the following ways. 
As discussed above, employee-friendly firms have an advantage in attracting, motivating, and 
retaining better employees. Further, companies with satisfied employees minimize the annual 
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voluntary turnover rate and absenteeism of the employees (Somers, 1995; Gellatly, 1995; Bridges 
and Harrison, 2003). Attraction, motivation, and retention of talented employees devoted to the 
firm can generate relatively more and stable cash flows compared to the similar firms that cannot 
keep their employees happy.  We argue that the suppliers perceive companies with somewhat 
larger and more stable expected cash flows as less risky (less likelihood of default risk) and provide 
favorable payment conditions to such firms.  

Further, as discussed in Peterson and Rajan (1997), suppliers do not only consider the net 
profit margin in a single sale but factor the present value of all future profit margins and provides 
better terms in payment for the companies with anticipated stable cash flows. In both ways, 
employee satisfaction can translate to better short-term financing for a company. We call this a 
Cash Flow Channel.  

Similarly, research has provided evidence that employee happiness is a signal of a lower 
debt ratio. For example, Hanka (1998) notes that highly leveraged firms reduce employees, wages, 
and pension funding more frequently. This evidence is consistent with Jensen's argument that 
employee benefits depend on a firm's capital structure (Jensen, 1986). Further, Maksimovic and 
Titman (1991)  point out that all stakeholders, including customers and employees, are hesitant to 
conduct business with highly indebted firms because they are afraid that such firms may turn away 
from honoring their implicit contracts. One implication of these arguments is that the employees' 
higher happiness index in a company signal that the company is liquid and solvent. When a 
supplier realizes that the company is liquid and solvent, they provide favorable trade credit. So, 
companies with happier employees receive better terms and conditions in payments from their 
suppliers. We call this a Signaling Channel.  

Further, the satisfied employees may invest time in finding major vendors with sizeable 
access to credit and negotiate longer payment terms rather than wasting time with nickel and dime 
suppliers. We call this negotiation channel.  

Overall, these different channels suggest that employee satisfaction help firms gain an 
advantage in getting better payment plans from the suppliers.   

To study the relationship between employee happiness and working capital management, 
we use MSCI ESG (formerly KLD SOCRATES Research and Analytics) database to construct 
Employee Friendliness Index (EFI) and use EFI as a measure of employee satisfaction. MSCI ESG 
database obtains data from numerous sources such as company filings, public media, and 
government data. It provides a rating of the companies based on screens called “strengths” and 
“concerns.” We are interested in screens related to employee treatment. MSCI ESG describes 
these screens as Union relations, Cash profit sharing, Employee involvement, Retirement benefits, 
strength, and Work/life benefits.   

We find evidence for the following conclusions. First, on average, the Cash Conversion 
Cycle is shorter for the employee friendly firms. Second, the main driver of the shorter Cash 
Conversion Cycle is Days Payables Outstanding. Among the three components of the Cash 
conversion cycle, Days Inventory Outstanding and Days Sales Outstanding are not related to the 
employee friendliness of a firm. Still, Days Payables Outstanding is significantly longer for the 
firms, which makes their employees relatively happier than other firms. Third, the relationships 
between employee friendliness and the Cash Conversion Cycle disappears for the high-tech firms 
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but remains vital for old-economy manufacturing firms. The main driver of the shorter cash 
conversion cycle in old-economy manufacturing firms is Days Payables Outstanding. Fourth, the 
relationship between employee friendliness and the Cash Conversion Cycle is stronger for firms 
with a low probability of bankruptcy than firms with a high probability of bankruptcy. For the 
firms with a high probability of bankruptcy, Employee Friendliness Index and Days Payables 
Outstanding are not related. However, for the firms with a low probability of bankruptcy, 
Employee Friendliness Index is significantly positively related to Days Payables Outstanding. 
These results are robust to the alternative measure of short-term financing as well.  

To develop further insight, we consider the financial crisis of 2007-2009 as an exogenous 
shock and study the relationship between employee satisfaction and the Cash Conversion Cycle. 
We also examine the relationship between employee satisfaction and Days Payables Outstanding 
for old-economy firms, which are less prone to bankruptcy (with the above-median Altman Z 
score).  Credit becomes tight during the financial crisis. We can expect that it is tough to get bank 
credit or better terms in trade credit even for the firms with a lower probability of bankruptcy 
during the financial crisis.  But, we contend that if the employees of such firms are happier, have 
maintained a good relationship with the suppliers, and have revealed the company's strengths to 
the suppliers, their firm will get more preferable credit terms, particularly, longer Days Payables 
Outstanding compared to other firms. Consistent with our contention, we find a significant positive 
relationship between employee satisfaction and Days Payables Outstanding during the financial 
crisis for the firms with a low probability of bankruptcy, further strengthening our results.  

Our study adds to the extant literature on employee satisfaction and Working capital 
management. However, our paper is fundamentally different from other articles associating 
employee happiness and corporate policies or corporate outcomes.  Existing research in Working 
Capital Management focuses fundamentally on three aspects. As discussed above, one line of 
research (Deloof and Jegers, 1996; Deloof, 2003; Garcia-Teruel and others) provides evidence 
that the investment in working capital is negatively related to firm profitability or firm value. 
Another stream of the research studies the role of proper working capital management in 
minimizing the effect of financial constraints (Fazzari and Petersen, 1993; Ding, Guariglia, and 
Knight, 2013). They generally discuss the sensitivity of investment in working capital under 
financing constraints. The third stream of research relates certain firm characteristics (Baños‐
Caballero, García‐Teruel, Martínez‐Solano, 2010; Hill, Kelly, and Highfield, 2010) or top 
management characteristics (Adhikari, Bulmash, Krolikowski, and Sah, 2015) as the determinant 
of working capital management. In this paper, we explore the novel factor (as employee 
satisfaction) influencing the company's short-term financing. Further, in this article, we provide 
evidence that establishes the importance of employee happiness for old economy manufacturing 
companies, unlike the existing research, which focuses more on the importance of employee 
satisfaction for "New" high-tech firms (for example, Zingales, 2000).   
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ABSTRACT  

  
In this paper, we study voluntary information disclosure tactics of family firms, namely 

voluntary management earnings forecasts. We find that family firms prefer to issue annual 
earnings forecasts to quarter earnings forecasts as compared to non-family firms. This is because 
family firms focus on long-term performance rather than to beat consecutive short-term targets. 
We also find that family firms issue more accurate earnings forecasts because they are more 
concerned about their reputations and in the meantime, want to minimize litigation risks. However, 
when dealing with information-sensitive major corporate events such as repurchases or seasonal 
equity offerings, we find evidence of opportunism in information disclosure practices of family 
firms. Specifically, we find that family firms issue more bad news prior to stock repurchase 
announcements and more good news before seasoned equity offerings, which suggests that family 
firms tactically time the flows of materially important information to their own benefits.   
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